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The integration of machine learning (ML) algorithms with data analytics has become 
essential for optimizing telecommunication services due to the growing complexity of 
networks. Voice over LTE (VoLTE) is among other technologies that increased this 
complexity. Hence, optimizing VoLTE to ensure the highest quality-of-service (QoS) 
attained by end users presents a significant challenge. In this paper, we propose a 
framework that links key performance indicators (KPIs) with drive test data to gain 
more insights about the network utility and better manage its resources. The numerical 
evaluation for our proposed framework demonstrates 25% improvement in the VoLTE 
QoS compared to other existing approaches. 
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1. Introduction 
 

With the explosive growth of 4G and 5G services and applications, the migration from the circuit-
switched 2G and 3G voice services to the emerging LTE packet-switched voice services (also known 
as VoLTE) is inevitable [1]. VoLTE enables higher capacity and improved telecommunication services. 
It provides a foundation for improving business and enterprise collaboration services in combination 
with high-quality mobile voice services. Hence, mobile network operators (MNOs) pay much 
attention to enhance the voice quality to show its benefits and guarantee customer satisfaction.  

Perceptual Objective Listening Quality Analysis (POLQA) is a widely known measure for the VoLTE 
quality. POLQA is the ITU-T P.863 standard that supersedes PESQ [2]. and addresses range of 
limitations of PESQ as well as improving the overall correlation with subjective to the mean opinion 
score (MOS). It allows for predicting overall listening speech quality in two modes: narrowband (300 
to 3,400 Hz) and super wideband (50 to 14,000 Hz). POLQA [3] is an objective method for assessing 
the perceived voice quality of a VoLTE call. POLQA is widely used in the telecommunications industry 
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to evaluate the voice quality of VoLTE calls and is a highly accurate and reliable method for measuring 
voice quality.  

POLQA works by analysing the speech signal transmitted over the VoLTE network and comparing 
it to a high-quality and distortion-free reference speech signal. The difference between the 
transmitted signal and the reference signal is then used to calculate a Mean Opinion Score Listening 
Quality Objective (MOS-LQO) score. That difference represents the perceived voice quality of the call 
on a scale of 1 to 5, with 5 being the highest quality. 
 
1.1 Related Work 

 
Numerous studies have considered improving the LTE network performance using unsupervised 

machine learning (ML) techniques as Santos et al., [4] they clustered their collected data for mobile 
broad band (MBB) to differentiate between good cluster performance and bad cluster performance. 
Then they took a proper action in terms of accessibility on the bad cluster sites area and got a clear 
gain which means the power of clustering was clear for network performance enhancement. 
Clustering is key to determine the affected KPIs areas (based on the category of chosen KPIs) to 
enhance the network’s accessibility, retainability and integrity. The emergence of VoLTE has placed 
a significant shift in the approach to optimizing and enhancing the network’s performance as it 
garnered considerable attention by MNOs for better spectral utilization and profitable 
considerations. Hence, detailing the new architecture and its operation is of a fundamental essence 
as described by El Wakiel et al., [5]. In this paper they followed the default quality of service per 
VOLTE class identifier settings and collected some VOLTE calls traces for randomly distributed calls in 
good coverage, bad coverage, busy hours, non-busy hours, stationary UEs, moving UEs over 
congested or not loaded eNodeBs. From analysis a relation between MOS values with combination 
of bad coverage areas and Packet loss rate was figured which indicates bad coverage areas with high 
packet loss rates suffer from low MOS values. As a result, a new research space has been created for 
innovating new approaches that attain better QoS compared to traditional mobile broad band (MBB). 
In state-of-the-art voice-over-IP (VoIP) networks, the performance is evaluated using simulators to 
identify the main aspects affecting the QoS of end users [6]. In particular, the authors analysed 
VoLTE’s end-to-end performance using OPNET simulator and determined the effect of different voice 
codecs on the MOS values as they got the relation of each voice codec to its MOS value and packets 
delay (End to End, Uplink and downlink). Nguyen [7] also studied the effect of the adopted channel 
coding scheme and its result shows that with an adaptation of joint source-channel code rate, the 
redundant bits generated by channel coding can be reduced up to 50% with a slight reduction of 
voice quality is 1% so a clear relation to voice quality obtained from this action. And another approach 
to enhance downlink scheduling mechanism which resulted in great voice quality enhancement. In a 
different context, the report by Rivas et al., [8] had an experiment testbed and correlated (the packet 
loss rate (PLR) with the signal to noise ratio (SNR), PLR to Physical downlink shared channel (PDSCH) 
Block error rate (BLER) with correlation factor 0.5892, MOS to SNR, MOS to PLR with correlation 
factor 0.663, MOS to PDSCH BLER with correlation factor 0.6244) and they found usually a relation 
of those parameters change to MOS values. While Lipovac et al., [9] the investigation of the impact 
of HARQ retransmissions on Quality of Experience (QoE) has been addressed and confirmed that 
increase in HARQ retransmissions decreases QoE. A more focused study on VoLTE’s packet loss rate, 
jitter and packet end to end delay in conjunction with the channel bandwidth selection has been 
presented by Tabany et al., [10] and according to simulation results it showed that higher bandwidth 
gives better voice quality. Vetoshko et al., [11], the study investigated the relation between MOS 
values and signal power with the effect of delay and packet loss rate. They found a delay-dependence 
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on the MOS in good coverage samples while in bad coverage samples the MOS is being affected by 
packet loss rate. The MOS has also been evaluated by Vyas et al., [12] with different codecs based on 
the downlink path loss also they get the relation of the downlink pathloss change with packet loss 
rate for different codecs. Finally, Adhilaksono et al., [13] presented a comprehensive investigation 
on several QoS metrics and arranged them from highly affecting parameter to be Jitter, packet loss, 
bandwidth and throughput. 

From the above research we can confirm that many relations between some KPIs and voice 
quality were obtained while using simulated data, on the other hand the research that used a real 
data neither correlate nor use machine learning techniques to reach their conclusions. From this 
point of view, we collected the gain of real data availability with the power of machine learning 
techniques to reach a subjective powerful parameter that could affect the voice quality while also 
combining the evaluation between field tests and system collected KPIs in same study. 

In this paper we strive to identify the main affecting KPIs on the VoLTE QoS from a practical point-
of-view, as we used a real data from a local MNO, using unsupervised ML techniques and correlation 
approaches to confirm the expectations from a real field-based measured data.  

The rest of the paper is organized as follows: Section 2 presents the proposed methodology; 
Section 3 summarizes the results for the network performance evaluation, while Section 4 presents 
the results verification. Finally, conclusions are drawn in Section 5. 

 
2. Proposed Methodology 

 
The traditional HO algorithm, as powerful as it is, still could not dynamically and flexibly address 

the changes occurring in the real time and hence, no guarantees to the user’s QoE can be offered. 
On the contrary, NN models have the ability to learn complex patterns and correlations in the 
network data, which makes them more adaptive and context-aware in making HO decisions for VoLTE 
networks. 

The analytical study presented in this work is based on a real cellular data provided by a local 
MNO. The KPIs were collected periodically from a live LTE network for LTE 1800 frequency during five 
days for 969 cells from two sources. The drive test (DT) team has collected POLQA each day from 
around 10 AM to 6 PM and performance management (PM) server KPIs for same days and same test 
hours. Prior to the feature engineering stage, the collected PM data went through a cleaning process 
where null values for any cell from DT or KPIs were removed. 

We have used 27 KPIs related to different categories to be sure we have the effect of all KPIs that 
may affect the POLQA. KPIs categories are interference KPIs which indicates uplink interference for 
control and data channels. Capacity KPIs which take downlink and uplink physical resource blocks 
overall cell level and for specific QoS class identifier (QCI) related to VoLTE in addition to control 
channel elements into consideration. Coverage KPIs like the pathloss and the UE that use high uplink 
power to reach the sites. Integrity KPIs for signal to noise ratio, volte downlink control channel error 
rates and channel quality indication (CQI). Packet loss KPIs for downlink and uplink generally on cell 
level and specifically for VoLTE QCI. Finally delay KPIs which include many items like delay of packets 
that arrive out of delay budget, not acknowledge packets, latency per QCI, Discontinuous receiving 
time percentage, silent time in downlink and uplink in VoLTE calls, the inactive time in downlink and 
uplink as well in addition to number of scheduled user equipment (UE) in transmission time interval 
in downlink and uplink as well. 

POLQA value for each cell that obtained from DT is added as well for each cell. The data is then 
processed in three different stages: correlation, applying minimum redundancy maximum relevance 
(MRMR) to detect the most affecting KPIs on POLAQ and clustering to confirm the difference in KPIs 
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for the obtained clusters and act to enhance affected cells as shown in Figure 1. 
 

 
Fig. 1. Data processing architecture 

 
2.1 Correlation Methods 

 
We correlated all the previously listed KPIs to POLQA to get most affecting KPIs in POLQA using 

linear and nonlinear methods. Linear correlation refers to the relationship between two variables 
that can be represented by a straight line on a scatter plot. It is commonly used in statistical analysis 
and can provide insights into the relationship between two variables and thus, can aid in making 
predictions and developing models. 

The strength of the linear correlation is measured by a correlation coefficient, which ranges from 
-1 to +1. A correlation coefficient of -1 indicates a perfect negative linear correlation, while a 
correlation coefficient of +1 indicates a perfect positive linear correlation. A correlation coefficient 
of 0 indicates no linear correlation between the two variables. 

On the other hand, non-linear correlation is a type of correlation where the relationship between 
two variables is not linear. In particular, the variables do not have a constant rate of change. In non-
linear correlation, the value of one variable changes in a non-proportional manner with the change 
in the other variable. Examples of non-linear functions include quadratic, logarithmic, exponential 
and power functions: we used linear correlation like Pearson correlation, some non-linear 
correlations like (Kendall and spearman correlation) , some correlations that measure both linear and 
nonlinear like (Maximal information coefficient and Distance similarity) and finally Cosine similarity. 
 
2.1.1 Pearson correlation coefficient 

 
Pearson correlation coefficient [14] is used to determine the linear relationship between two 

continuous variables. The Pearson correlation coefficient as defined in Eq. (1) is a descriptive statistic, 
meaning that it summarizes the characteristics of a dataset. Specifically, it describes the strength and 
direction of the linear relationship between two quantitative variables. We tried this method to 
confirm if our data has any linear characteristics or not. 

 
𝑟 = ∑(#!$#̅	)((!$()	)

*∑(#!$#̅	)"∑((!$()	)"
                                                                             (1) 

 
Where 𝑟= Pearson Correlation Coefficient, 𝑥+= x variable samples, 𝑦+= y variable samples, 𝑥̅= 

mean of values in x variable, 𝑦&= mean of values in y variable  
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2.1.2 Kendall Rank correlation coefficient 
 
Kendall Rank correlation coefficient [15] expressed in Eq. (2) is used to measure the strength and 

direction of association between two variables where the data is in the form of ranks or ordinal data 
as shown in Figure 2. The advantage for this approach and why we have tried is its ability to deal with 
outliers which may bias the correlation results in other techniques. 

 
𝑟 = (,-.-/	0-,0-123,4	53+16)$(,-.-/	2+60-123,4	53+16)

(,789:1	-/	53+16)
= 1 − ;(,-.-/	2+60-123,4	53+16)

(;#)
                       (2) 

 

 
Fig. 2. Kendall correlation approach 

 
2.1.3 Spearman Rank correlation coefficient 

 
Data charts which are typically black and white, but sometimes include colour. Spearman Rank 

correlation coefficient [16,17] defined in Eq. (3) is like Kendall Rank correlation, but it measures the 
relationship between two variables with ordinal data or where variables are not normally distributed. 
Spearman’s rank correlation measures the strength and direction of association between two ranked 
variables. It basically gives the measure of monotonicity of the relation between two variables i.e. 
how well the relationship between two variables could be represented using a monotonic function. 

 

𝜌 = 1 − <∑2!
"

,(,"$=)
                                                                                (3) 

 
Where:	𝜌= Spearman’s rank correlation coefficient, 𝑑+= Difference between the two ranks of each 

observation, 𝑛= Numbers of observations 
 

2.1.4 Maximal information coefficient (MIC) 
 
MIC [18] is a measure of non-parametric correlation that measures the strength of the association 

between two variables. It can detect both linear and non-linear relationships between variables. MIC 
values range from 0 to 1. It is an information theoretic measure of association that can capture a 
wide range of functional and non-functional relationships between variables. MIC is equal to the 
coefficient of determination (R2), expressed in Eq. (4). 

 
𝑀𝐼𝐶(𝑥, 𝑦) = 𝑚𝑎𝑥 5𝐼(𝑥, 𝑦)/𝑙𝑜𝑔;𝑚𝑖𝑛;𝑛# , 𝑛(<=                                                     (4) 
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where 𝑛# and 𝑛( are the number of bins on the x-axis and y-axis, respectively. 𝐼 (X, Y) denotes the 
mutual information under the grid. 

 
2.1.5 Distance correlation 

 
Distance Correlation is a measure of dependence between two variables that captures non-linear 

dependencies [19]. It measures the degree of association between two variables based on the 
distances between observations in a large-dimensional space. The values of distance correlation 
range between 0 and 1. Distance correlation is not the correlation between the distances themselves, 
but it is a correlation between the scalar products which the “double centred” matrices are composed 
of, as shown in Eq. (5). From its advantages it detects the casual relations and human behaviour, so 
we tried to check if our data matches any undefined correlation relations through that approach. 

 
𝑑𝐶𝑜𝑟(𝑋, 𝑌) = 2>-1(?,A)

*2B31(?)2B31(A)
                                                                  (5) 

 
where cov(X, Y) denotes the covariance of X and Y and for any random variable Z, Var(Z) denotes the 
variance of Z. 

 
2.1.6 Cosine similarity 

 
As illustrated in Eq. (6), it is a method of calculating the similarity between two vectors [20-22] by 

taking the dot product and dividing it by the magnitudes of each vector. It is measured by the cosine 
of the angle between two vectors and determines whether two vectors are pointing in roughly the 
same direction. This approach is a powerful one in computational efficiency and good retrieval 
performance. So, we used to get benefits of those differences of this approach’s way of calculations 
rather than our techniques as we have some complexity in our data. 

 
𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵) = 𝑐𝑜𝑠(𝜃) = C.D

‖C‖‖D‖
                                                           (6) 

 
2.2 Minimum Redundancy Maximum Relevance (MRMR) 

 
These MRMR [23,24] is a feature selection technique used in ML and data mining to select the 

most relevant and non-redundant features of a dataset. The main objective is to maximize the 
relevance of features to the target variable, while minimizing the redundancy among the features.  

The MRMR algorithm works by calculating two scores for each feature in the dataset: relevance 
and redundancy. The relevance measures the relationship between the target variable and individual 
features, while the redundancy measures the similarity between features. 

The algorithm then selects the features with the highest relevance and lowest redundancy scores 
until the desired number of features is obtained. The main advantages of using the MRMR algorithm 
are that it provides a set of relevant and non-redundant features that can improve the accuracy of 
models, reduce the dimensionality of the dataset and improve the interpretability of the results.  

MRMR has been used in various applications, including gene expression analysis, text 
classification and image recognition. As expressed in Eq. (7) MRMR gets mutual information, try to 
minimize equation Eq. (8) and try to maximize equation Eq. (9). 
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𝐼(𝑥, 𝑦) = ∑ 𝑝(𝑥+ , 𝑦+)𝑙𝑜𝑔
5(#!,(!)
5(#!)5((!)+,F                                                                (7) 

 
Where the mutual information 𝐼 of two variables 𝑥 and 𝑦 is defined based on their joint 

probabilistic distribution 𝑝(𝑥, 𝑦) and the respective marginal probabilities 𝑝(𝑥) and 𝑝(𝑦) 
 

𝑚𝑖𝑛	𝑊G , 						𝑊G =
=
|I|"

∑ 𝐼(𝑖, 𝑗),+,F∈I                                                                (8) 

 
where we use 𝐼(𝑖, 𝑗)	for notational simplicity and |𝑆| is the number of features in S. 
 
𝑚𝑎𝑥	𝑉G , 						𝑉G =

=
|I|
∑ 𝐼(ℎ, 𝑖),+∈I                                                                 (9)  

 
we call h the classification variable and the gene expression gi. I(h,gi) quantifies the relevance of gi 
for the classification task, task, where we refer to I(h,gi) as I(h,i). 
 
2.3 Clustering 

 
Clustering is a technique used in unsupervised ML and data mining to group similar objects or 

data points based on their features or characteristics [25]. Clustering is used to identify patterns and 
structures in unlabelled data and to segment the data into meaningful groups or clusters. Clustering 
algorithms vary based on their approach and underlying assumptions about the data. Many types of 
clustering methods exist but we will briefly describe the ones that we used as follows: 

 
2.3.1 K-means clustering 

 
This algorithm partitions the data into K clusters based on the distance between the data points 

and the centroid of each cluster [25]. It aims to minimize the sum of squared distances Eq. (10) 
between the data points and their respective cluster centroids Eq. (11). 

K-means silhouette is a metric used to evaluate the quality of clustering in K-means clustering 
algorithm [26,27]. It measures how well each data point fits into its assigned cluster. This is done by 
calculating the distance between a data point and other points in the same cluster compared to the 
distance between a data point and points in other clusters. A silhouette score ranges from -1 to 1, 
with a higher score indicating that the data point is well-matched to its assigned cluster and poorly 
matched to other clusters. The K-means silhouette score can be used to determine the optimal 
number of clusters for a given dataset. The number of clusters that produces the highest silhouette 
score is the best number of clusters for the data. 

K-means is one of the recommended techniques to be used as it is able to deal with large data 
sets and usually reaches the convergence of the given data which suits our case. 

 
𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛	𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒	 = R((𝑋= −	𝑋;)²	 +	(𝑌= 	− 	𝑌;)²)                                                   (10) 
 
𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑	 = ((𝑋= + 𝑋; +⋯+ 𝑋,)/𝑛, (𝑌= + 𝑌; +⋯+ 𝑌,)/𝑛                                            (11) 
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2.3.2 Hierarchical clustering 
 
This algorithm creates a tree-like structure of clusters by recursively dividing the data into smaller 

clusters based on their similarity [24]. It can be agglomerative (bottom-up) or divisive (top-down) as 
shown in Figure 3. One common method to determine the best number of clusters in hierarchical 
clustering is to use the dendrogram [25] which shows the hierarchical relationships between the 
clusters. The advantage of this algorithm is, it shows all the data points in a separation by their 
distance which give us clear indication where and when to stop and determine which suitable number 
of clusters and this was needed in our case. 
 

 
Fig. 3. Hierarchical clustering 

 
2.3.3 Density-based clustering 

 
This algorithm groups data points based on their density in the feature space [25]. It identifies 

clusters as areas of high density separated by areas of low density. The main drawback is that it 
doesn’t perform as well as others when the clusters are of varying density. This is because the setting 
of the distance threshold ε and minPoints for identifying the neighbourhood points will vary from 
one cluster to another when the density varies. This drawback is more severe with very large-
dimensional data since the estimation of the distance threshold becomes more challenging. We tried 
this algorithm to see the size of variation in our data and check if we got benefit from it or not. 

 
2.3.4 Mean-shift clustering 

 
Mean-Shift Clustering is a clustering algorithm that aims to find the centres of clusters in a dataset 

without the need for a specified number of clusters [28,29]. The algorithm works by iteratively 
shifting a kernel function towards the high-density regions of the data until it converges to a cluster 
centre. The kernel function is usually a Gaussian function and the algorithm identifies the cluster 
centres as the modes of the kernel density estimate. The mean-shift clustering algorithm has several 
advantages such as its ability to find any number of clusters which is one of our challenges in this 
work and handle non-linearly separable data that should match our data case. It is also 
computationally efficient since it does not require any pre-defined number of clusters. However, the 
algorithm may suffer from scalability issues when dealing with large datasets. 

 
2.3.5 Expectation–maximization (EM) clustering using Gaussian mixture models (GMM): 

 
Gaussian Mixture Models (GMMs) give us more flexibility than K-Means [30]. With GMMs, we 

assume that the data points are Gaussian distributed; this is a less restrictive assumption than saying 
they are circular by using the mean. Hence, we have two parameters to describe the shape of the 
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clusters; the mean and the standard deviation. To find the Gaussian parameters for each cluster, we 
use an optimization algorithm called Expectation–Maximization (EM). EM is an iterative method 
which alternates between two steps, expectation (E) and maximization (M). For clustering, EM makes 
use of the finite Gaussian mixtures model and estimates a set of parameters iteratively until a desired 
convergence value are achieved [31]. We used this approach as it is considered the generic one from 
the K-means but with ability to capture the clusters in Gaussian shapes instead of expected circle 
ones from K-means. 

 
3. Numerical Results 

 
In this section we will show the output of all previously mentioned techniques. Starting with 

correlation and MRMR outputs going through clustering techniques. The aim is to reach the most 
affecting KPIs in the VoLTE POLQA.  
 
3.1 Correlation and MRMR 

 
Correlation results showed that all the used methodologies gave low correlation values except 

the cosine similarity technique which gave high correlation values for some KPIs. Table 1 shows the 
cosine similarity values for the highest correlated ten KPIs. Meanwhile, MRMR was applied as well 
and we detected the most affecting ten KPIs from the algorithm.  

 
Table 1 
Top ten correlated KPIs in Cosine similarity and their correlation values 

KPI Description Cosine 
similarity 

Uplink packet delay budget OK 
QCI1 %  

The percentage of received uplink packets within the 
acceptable delay budget for VoLTE 

0.993833712 

PathLoss  Average of losses that the UL signal faces from UE till eNodeB 0.992467552 
Discontinues 
receiving_Sleep_Time %  

Percentage of sleep time of the cell 0.990863435 

Channel Quality indicator Indicates the channel quality on air interface to determine the 
scheduling resources 

0.988425072 

Scheduled_Ue/TTI_DL  Number of scheduled UE in downlink per transmission time 
interval 

0.945852217 

SNIR  Uplink signal to noise ratio 0.941901388 
Scheduled_Ue/TTI_UL  Number of scheduled UE in uplink per transmission time 

interval 
0.932578156 

UE Power Restricted  Percentage of UE that send maximum power in uplink per cell 0.848754204 
Latency QCI1  Waiting time for uplink VoLTE packets receiving 0.838300527 
Silent time per VoLTE User UL 
ms  

Received packets that couldn't be decoded cause silent time 
in uplink 

0.834451173 

 
Table 2 shows the top ten KPIs received from MRMR output. From the obtained results we 

selected the first ranked KPI from cosine similarity output (Uplink packet delay budget OK QCI1 % ) 
and first ranked KPI from MRMR output (PL Rate UL QCI1 ) and considered them as the most affecting 
KPIs on voice quality. 
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Table 2 
Top ten ranked KPIs in MRMR and their rank 

KPI Description MRMR 
Rank 

PL Rate UL QCI1  Uplink lost packets that have been transmitted and don't reach the 
receiver for VoLTE 

1 

PRB Utilization UL QCI1  Percentage of utilized uplink physical resource blocks for VoLTE 2 
Inactive Gap UL QCI1  Number of released calls per cell due to inactivity longer than a certain 

threshold for VOLTE 
3 

PL Rate UL QCI1 ROCH Fail  Lost uplink VOLTE packets due to header decompression 4 
Latency Per QCI  Waiting time for packet receiving per QCI 5 
Uplink packet delay budget 
OK QCI1 %  

The percentage of received uplink packets within the acceptable delay 
budget for VoLTE 

6 

DL_Packet_Loss  downlink lost packets that have been transmitted and don't reach the 
receiver for Mobile broad band and VoLTE 

7 

Silent time per VoLTE User 
UL ms  

Received packets that couldn't be decoded cause silent time in uplink 8 

PL Rate DL QCI1  Downlink lost packets that have been transmitted and don't reach the 
receiver for VoLTE 

9 

Silent time per VoLTE User 
DL ms  

Received packets that couldn't be decoded cause silent time in 
downlink 

10 

 
3.2 Clustering 

 
We have tested all the previously described clustering techniques and we got various results. For 

suitable clustering algorithms, they show two clusters are the optimum case. 
We have applied the K-means silhouette score before applying K-means itself. We got K-

means_silhouette= 0.42 as shown in Figure 4 for two clusters which is the highest value and hence, 
the optimum choice is two clusters. 
 

 
Fig. 4. K-means_silhouette 

 
Also applying hierarchical clustering, we got this dendrogram as shown in Figure 5. It shows two 

clusters (i.e., two separate groups) are the optimum case then starts to divide small number of cells 
into bigger number of clusters which leads to misleading outputs. 
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Fig. 5. HC dendrogram 

 
The density-based clustering (with its default parameters), on the other hand, resulted in many -

1 values in the cluster results make it unfavourable (as -1 stands for noise points). This means points 
that have less than min_sample neighbours in the eps (the radius of neighbourhood around a point 
x) neighbourhood. Hence, we have a single cluster (0) and some noise. In case of mean-shift 
clustering, the results show twelve needed clusters (i.e., not logic in our case). Finally, applying EM 
clustering using GMM on the data and testing different number of clusters we found two clusters are 
the optimum number. In sum, we have three techniques (out of five) that demonstrated acceptable 
results as shown in Table 3. 

 
Table 3 
The three clustering techniques output in matter of two clusters 
Clustering technique Number of Cells in cluster 1 Number of Cells in cluster 2 
K-means 766 203 
Hierarchical clustering 808 161 
Expectation–Maximization (EM) Clustering 646 323 

 
By plotting the selected two KPIs which determined most affecting KPIs for K-means & 

hierarchical clustering, methods we can confirm the difference between the two clusters in each KPI 
clearly which confirms our conclusion.  

 
3.2.1 Packet loss rate uplink QoS class identifier 1 

 
The packet loss rate in the uplink (UL) per QoS class indicator (QCI) measurement refers to packet 

losses for data radio bearers (DRBs). One packet corresponds to one packet data convergence 
protocol (PDCP) Service Data Unit (SDU) [32]. The measurement is done separately per QCI as shown 
in Figure 6 it illustrates the values for QCI1 which carriers VOLTE traffic. Good Cluster (GC) shows 
around 0.07% in UL PL Rate QCI1while Bad Cluster shows around 0.14% in UL PL Rate QCI1. So clear 
difference is observed upon K-means and HC clustering. 
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Fig. 6. Packet loss rate uplink QCI1 for K-means, HC clusters for good cluster and bad cluster 

 
3.2.2 Uplink packet delay budget OK QCI1 % (ULPDB_QCI1) 

 
Packet delay refers to the time it takes to transfer any packet from one point to another. In this 

KPI, we measure the percentage of UL packets that have been received within the packet delay 
budget and mark them as OK packets as shown in Figure 7. Good Cluster (GC) shows around 101.05% 
in ULPDB_QCI1 while Bad Cluster shows around 100.9% in ULPDB_QCI1. Note: If Robust header 
compression is active sometimes, we may have this ratio is higher than 100% and this is the case here 
in our cluster. 

 

 
Fig. 7. ULPDB_QCI1 % for K-means, HC clusters for good cluster and bad cluster 

 
3.3 Results Verification 

 
We have taken an action on a cluster of cells which suffer badly from low VoLTE quality. The main 

target of this action is avoiding VoLTE calls to continue while the UL packet loss of QCI1 is higher than 
a certain threshold. Once the threshold of losses reached the system forces the call to move out of 
current frequency band which causes enhancement in UL packet loss for QCI1. 

The action has been taken in 25th of October and we had a great result. As seen in Figure 8 we 
got a huge enhancement in UL Packet loss QCI1 from almost 3.5% to 2% only.  
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Fig. 8. UL packet loss QCI1 showing the effect of the 
taken action on its enhancement 

 
Also, in Figure 9 we had a great enhancement in ULPDB_QCI1 from almost 98% to 99.5%.  

 

 
Fig. 9. UL delay budget OK QCI1 showing the 
effect of the taken action on its enhancement 

 
Hence, the overall VoLTE QoS has attained a remarkable improvement as shown in Figure 10 from 

almost 60% till 75% which confirms our approach clearly. 
 

 
Fig. 10. VoLTE quality enhancement showing the 
effect of the taken action after enhancing the 
selected KPIs 
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4. Conclusion 
 
This paper discusses VoLTE quality evaluation of a real LTE network using unsupervised ML 

techniques. Using a real network data and clustering algorithms were applied in addition to 
correlation with VoLTE quality to be used as proposed methodology of this work. The aim of using 
this methodology is to determine the main affecting KPIs in VoLTE QoS. Upon identifying those KPIs, 
we confirmed the results by applying some conditions which have a clear target to enhance the UL 
packet loss of QCI1 which in turn resulted in a clear gain in VOLTE quality which is our main aim 
exactly. 
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