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Disabled people have difficulty in carrying out activities. For example, someone who 
can only work with his head and cannot move or track his hands and feet carries out 
all activities using his head. Robot technology has developed rapidly and can be applied 
to wheelchairs to help people with this kind of disability. Research on wheelchairs that 
can move using the head showed the problem that lengthy activities may cause the 
head to hurt. Therefore, wheelchairs that can track automatically from one room to 
another are needed. This research focuses on a wheelchair that could move 
automatically through the rooms in a large house automatically by recognizing room 
symbols that had been given and trained. The wheelchair was equipped with an 
Artificial Intelligence base and programmed using YOLOv8. The program could 
recognize 10 room symbols. The symbol recognition accuracy result was 100% for 
confidence 0.996.  
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1. Introduction 
 

The wheelchair is essential for persons with disabilities of all age groups. Around 1.825 million 
wheelchair users are aged 65 and older. Apart from aging, other factors that lead to increased use of 
wheelchairs are genetic disorders, accidents and other factors [1]. This is apparent from a survey 
showing that the average annual revenue growth rate in the wheelchair industry sector was 2.5% 
from 2009 to 2014. 

Initially, traditional hand-operated wheelchairs had only two wheels attached to the chair which 
had to be manually operated by the user or another person. Many researchers have investigated and 
developed the technology for wheelchairs and there is still room for improvement. Some patients 
cannot to operate the wheelchair with their hands since they are unable to move most parts of their 
body, thus leading to the rise of automated wheelchairs.  

One of the earliest developments of intelligent wheelchairs was the system where they placed a 
chair on a robot that provided mobility to the wheelchair [2]. The user could control it using joysticks 
installed on the armrests and linked to the robot. In addition, Nipanikar et al., [3] used a voice 
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recognition system to operate an automatic wheelchair and infrared sensor and ultrasonic systems 
to avoid obstacles. Although the use of voice recognition and voice commands to handle a wheelchair 
may sound innovative, it was inefficient and unreliable due to outdoors noise that can manipulate 
and even change the user’s voice commands. In addition, using accelerometer sensors and joysticks 
provided for people with disabilities who could use their hands. In 2014, Pande et al., [4] created a 
wheelchair operated by hand gesture recognition. It used an accelerometer sensor resulting in a 
wheelchair that could be controlled and could move freely in all directions. Sajeevan et al., [5] 
designed a wheelchair that can be controlled by head movements. They made a using head 
orientation detection unit (Ultrasonic Sensors). It was able to detect the head’s position through 
ultrasonic sensors and control the motor attached to both wheels. This was beneficial for patients 
who could only move their head. Balsara et al., [6] designed a wheelchair controlled by an Android 
device such as a mobile phone. The wheelchair was controlled remotely through Bluetooth feature 
on the mobile device [7] and was operated by hand gestures using a gyroscope sensor to help tech-
phobic people who were uncomfortable with phone functions, to reduce physical work and to assist 
in having an advanced and progressive life [8]. The wheelchair used battery power and Arduino 
microcontroller. The device consisted of two parts, consists of transmitter end and receiver using 
MPU-6050 gyro accelerometer sensor [9]. 

People who are limited to only being able to move their head need a tool in the form of a 
wheelchair that can be moved using the head. Controlling robot arms using a camera or Kinect-based 
head had been attempted but it was still complicated because it required using a camera and 
computer [10]. Then a wheelchair controller using brain waves was also developed but did not go 
well because there was a problem that if the mind was not focused then the robot arm would not 
move as desired [11]. The next development required using a Gyro sensor to detect head tilt [12]. 
Wheelchairs using the head to move have been developed using a Gyro sensor but there is still a 
problem that a lot of movement might cause the head to tire. Therefore, it is necessary to develop 
wheelchair movement using artificial intelligence that can automatically detect rooms in a building 
so that the wheelchair can move by itself to see the objects around it. For example, if someone 
wanted go to the living room from a bedroom, then the wheelchair would automatically move to 
look for the living room image object and if the wheelchair found the room, the wheelchair would 
turn to that room. In this research, YOLOv8 was used to produce a more accurate method in 
operating the wheelchair automatically. 

 
2. Methodology  

 
The basic method used in YOLOv8 is Convolution Neural Network (CNN). CNN is a method of Deep 

Learning [34-36]. The process carried out on CNN is by training numerous images and then testing it 
using the provided images. From the results of the CNN process, its accuracy was obtained. The CNN 
scheme is depicted in Figure 1. 
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Fig. 1. CNN (Source: Sumit Saha -A comprehensive guide to convolutional neural networks -the ELI5 way) 

 
2.1 Research Flow Chart 

 
In this research, the use of Artificial Intelligence (AI) is specifically for YOLOv8. In the YOLOv8 

method, object recognition is better compared to the previous version. The systematics of this 
research in the form of a research flowchart is presented in Figure 2. 

 

 
Fig. 2. Research stages 

 
The research flowchart consists of six important stages which aim to achieve the research 

objectives comprehensively. The first stage was conducting an in-depth literature study and problem 
identification, establishing a foundation for comprehending existing knowledge and identifying 
spaces that would help disabled people using wheelchairs automatically navigate to those spaces. 

After the literature study, the second stage was problem identification. The problem was to 
find the optimal value of automatic room search object recognition. The wheelchair would move 
to find the room it wanted to go to by recognizing the image object in front of the room. The 
research used 10 rooms using 10 types of symbols that were firstly trained using YOLOv8.  

The third stage was collecting relevant data. This included collecting pictures that would be 
placed in front of the room so that the room could be recognized. There were 10 types of images 
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that would be recognized and placed at the front of the room. The ten pictures were (1) 
bedroom, (2) toilet, (3) guest reception, (4) garage, (5) study room, (6) bathroom, (7) living room, 
(8) dining room, (9) prayer room and (10) garden. The room plan is presented in Figure 3. 
 

 
Fig. 3. Room schematics 

 
In the fourth stage, the object detection for YOLOv8 was implemented. YOLOv8 used a Python 

program to recognize these symbols. 
The fifth stage was the data analysis, namely the extent to how this method can be applied. These 

included Accuracy, Recall and F1 Score values resulting from the training carried out.  
The sixth stage was implementing object recognition for each room. The results of room object 

recognition are be reported here. 
In this research, a wheelchair was tested to explore rooms and then to search for the desired 

room by recognizing the images in front of the rooms. If the image being searched for was found, the 
wheelchair moved into the room. The images in front of the room were previously trained using 
YOLOv8. 
 
2.2 You Only Look Once Version 8 (YOLOv8)  
 

This research involved collecting data that included images and image recognition. Then, the 
YOLOv8 model was trained using an image dataset that included 10 types of images to recognize 
rooms and the training data included object annotations collected from field testing [13].  

The results of measuring object recognition and system response time were collected during 
performance testing [14]. The information collected was assessed to ascertain how good this strategy 
helped automatic object recognition. Object detection movements can be analysed so that 
techniques can be updated and improved based on evaluation findings. The flowchart in Figure 4 
illustrates that the steps in finding the object. 

 
Fig. 4. Finding object 

 
The sequence begins with camera initiation, followed by the object detection process by utilizing 

camera input. Next, there are steps to perform object detection and data training and refining the 
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model’s capabilities. The system then proceeds to distance detection, checking whether the object 
is successfully detected. 

 
2.3 Object Recognition Formula 

 
The object recognition was based on the calculation results of the recognition percentage. Trials 

on the object recognition percentage were conducted a number of times to obtain a threshold value. 
The value was determined after the threshold value for the recognized objects was obtained. 

 
3. Results 
3.1 Results of Literature Studies 

 
The first stage was the was the literature study. YOLOv8, a deep learning model, was designed to 

detect objects. The model is capable of detecting multiple objects in one image frame at the same 
time. The YOLOv8 model is able to recognize objects in images or videos efficiently and accurately 
after rigorous training [15,31,32]. 

Table 1 presents the comparison between two real-time object detection models, YOLOv5 and 
YOLOv8, which involves a comprehensive evaluation specifically in supporting the mobility people 
with visual impairment. The two models are significantly different in terms of performance and 
careful consideration is required before used a model to detect objects. Albayrak [16] revealed that 
YOLOv8 had an impressive rate of accuracy of 94.2%, compared to YOLOv5 at 92.5%. Even though 
percentage difference seemed minor, YOLOv8 was able to detect objects more accurately. Regarding 
detection speed, YOLOv5 only needed 25 milliseconds per frame. However, YOLOv8 was a little 
slower at 28 milliseconds per frame. In a case that highspeed real-time detection is a crucial factor, 
YOLOv5 has an advantage [17]. 

GPU consumption was also included in the considerations. YOLOv5 was more efficient at 70% 
GPU resource usage, whereas YOLOv8 used 75%. In operations with limited GPU availability, the 
usage of GPU resources is an important consideration. Another key factor to consider was the size of 
the model and YOLOv5 had an advantage for being smaller in size which means efficiency in using 
storage space. On the contrary, YOLOv8, that had a larger model size, might require more space to 
store [18]. Yet another aspect to reflect was the training data set. YOLOv5 was claimed to have a firm 
dataset to train models for object detection, which implied YOLOv5’s superior performance. 
However, YOLOv8 has a feature to continuously update its dataset, which emphasizes the 
commitment to do continuous improvement on the training dataset quality [19]. 

The decision to choose YOLOv5 or YOLOv8 was based on the priority of specific object detection 
applications. The main considerations for the selection were detection speed, accuracy, resource 
efficiency, model size and dataset update availability [16].  
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Table 1  
Real-time detection comparison table 
Metric YOLOv5               YOLOv8 

Accuracy 
Detection Time 
GPU consumption 
Model Size 
Dataset Availability 

92,5 % 
25 ms/frame 
70% Usage 
Smaller 
Simply Perfect 

94,2% 
28 ms/frame 
75% 
Bigger 
Improved to the latest version 

 
YOLOv5, as object detection method, which stands for “You Only Look Once,” separates images 

into a grid structure. Each grid cell is in charge of detecting items within itself [20,33]. The intricacy 
of sentences and their contextual nuances significantly influences the accuracy of translations 
[21,34]. This current research prefers YOLOv8 due to higher accuracy compared to YOLOv5. 

 
3.2 Problems to be Resolved 

 
The room used in this research was Building-D of Universitas Padjadjaran with a floor plan as 

shown in Figure 3. There were 10 rooms with 10 symbols that would be recognized. The wheelchair 
could move to find the room to go to by entering the named room. The movement of the wheelchair 
is presented in Figure 3, while its specifications are described in Table 2 and Figure 5. 

 
Table 2 
Specification of the wheelchair 

No. Name Specification Unit 

 1 Wheelchair  -Arduino Microcontroller 

 -DC Motor 

 -Driver Motor 

 -Wheel motor 

 -Battery                                                       

1 
2 
2 
2 
1 
 
 

 2 Computer 
 

 -NUC 

 -Webcam Logi 1080 

 -Monitor 7 “ 

1 
2 
1 

 

 
Fig. 5. Schematics of the wheelchair system 

 
3.3 Data Collection and Annotation 

 
There were 10 types of data collected namely (1) bedroom (kamar tidur/bed), (2) toilet 

(closet/toilet), (3) guest reception/ruang tamu (lampu/lamp), (4) garage (mobil/car), (5) study room 
(buku/book), (6) bathroom (shower), (7) living room (sofa), (8) dining room (ruang makan/dining), (9) 

NUC 

Webcam 

COMPUTER 

Microcontroller 

ArduinoMotor A  Motor B 

WHEELCHAIR 
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prayer room (masjid/mosque) and (10) garden (pohon/tree). The pictures were taken from the 
following sources and the symbol images are given in Figure 6 [22-31]. 

 
i. bedroom: https://www.freepik.com/icon/bedroom_2642268  

ii. toilet: https://www.vectorstock.com/royalty-free-vector/toilet-color-design-concept-
vector-21892785  

iii. lamp: https://pngtree.com/freepng/white-background-with-black-icon-of-a-hanging-
chandelier-lamp-vector_12888549.html  

iv. car: https://www.pngdownload.id/png-jb4wlz  
v. book: https://id.pngtree.com/freepng/book-icon_159611.html?share=3  

vi. shower: https://www.svgrepo.com/svg/48096/shower  
vii. sofa: https://www.flaticon.com/free-icon/sofa_2887417  

viii. Dining: https://universe.roboflow.com/bigpp/fork_spoon_icon_detection  
ix. mosque: https://id.pngtree.com/freepng/mosque-logo-vector-peace-

creative_8175736.html  
x. tree: https://www.shutterstock.com/image-vector/simple-tree-decor-silhouette-vector-

260nw-1710053998.jpg 
 

 
Fig. 6. Symbol for image recognition 

 
The 10 images in Figure 6 were trained to the model in several steps. First, annotations were 

made by giving a box mark and labelling the name of the image. For example, the image of a toilet 
was made into a box and given the name “closet” (toilet), so that later if a wheelchair needs to go to 
the toilet, it will look for the image of the toilet in front of the room. Before training, the symbols 
were annotated to make recognition easier. The example of annotation is visualized in Figure 7. 

 

 

(a)        (b)          (c)                      (d)                           (f) 

 

                (g)             (h)                 (i)                (j)              (k) 

  

https://www.freepik.com/icon/bedroom_2642268
https://www.vectorstock.com/royalty-free-vector/toilet-color-design-concept-vector-21892785
https://www.vectorstock.com/royalty-free-vector/toilet-color-design-concept-vector-21892785
https://pngtree.com/freepng/white-background-with-black-icon-of-a-hanging-chandelier-lamp-vector_12888549.html
https://pngtree.com/freepng/white-background-with-black-icon-of-a-hanging-chandelier-lamp-vector_12888549.html
https://www.pngdownload.id/png-jb4wlz
https://id.pngtree.com/freepng/book-icon_159611.html?share=3
https://www.svgrepo.com/svg/48096/shower
https://www.flaticon.com/free-icon/sofa_2887417
https://universe.roboflow.com/bigpp/fork_spoon_icon_detection
https://id.pngtree.com/freepng/mosque-logo-vector-peace-creative_8175736.html
https://id.pngtree.com/freepng/mosque-logo-vector-peace-creative_8175736.html
https://www.shutterstock.com/image-vector/simple-tree-decor-silhouette-vector-260nw-1710053998.jpg
https://www.shutterstock.com/image-vector/simple-tree-decor-silhouette-vector-260nw-1710053998.jpg
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Fig. 7. The results of annotation 

 
3.4 Implementation of YOLOv8 

 
The programming language used was Python while the library used YOLOv8 to detect objects. 

The 10 types symbols were made into a dataset of 2,494 images of different sizes and different 
positions. The initial image size was 760 x 1080 pixels. The dataset was trained and then tested using 
this program. Figure 8 shows the program’s architecture. 

 

 
Fig. 8. The architecture of YOLOv8 

 
3.5 Calculation Results for using YOLOv8 
 

The training and validation data sets of this program are presented in Figures 9 and 10. The total 
for training data and validation data combined was 2,494 (2,218 dan 276 respectively).  
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Fig. 9. Training set distribution 

 

 
Fig. 10. Validation set distribution 

 
The summary of the phyton program shows that the average percentage of the recognition is 

more than 99% (mAP50) as shown Figure 11. 
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Fig. 11. Result of the recognition for 10 symbols 

 
Figure 12 illustrates the results of accuracy, recall and F1 Score from the training process. The 

result of F1 is about 99%, which means 99% the program can recognize the images and that the 
training was successful.  

 
(a) 
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(b) 

 

 
(c) 

Fig. 12. Results of (a) Precision (b) Recall (c) F1 
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The result of prediction is presented in Figure 13. 
 

 
Fig. 13. The result of symbol prediction after training 

 
3.6 Results of Room Recognition 

 
There are 10 rooms that were tested. Table 3 lists the results of object recognition to identify the 

room. The results shows that the recognition was successful. 
 
Table 3 
Result of recognition 10 rooms 
No. Type of Room Test Result of Recognition Status 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 

Bedroom (kamar tidur/bed) 
Toilet (closet/toilet) 
Living room (lampu/lamp) 
Garage (mobil/car) 
Study room (buku/book) 
Bathroom (shower) 
Family room (sofa) 
Dining room (ruang makan/dining) 
Prayer room (masjid/mosque) 
Garden (pohon/tree) 

kamar tidur 
closet 
lampu 
mobil 
buku 
shower 
sofa 
ruang makan 
masjid 
pohon 

kamar tidur 
closet 
lampu 
mobil 
buku 
shower 
sofa 
ruang makan 
masjid 
pohon 

True 
True 
True 
True 
True 
True 
True 
True 
True 
True 
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4. Conclusion 
 
The program language used was Python programming with the CNN method, and YOLOv8 model. 

The object recognition in the room was accomplished. During training with a total more than 2,400 
images of data from 10 types of image symbols used, an accuracy/precision value of 100% was 
obtained with a confidence rate of 0.996, a Recall value of 100% with confidence rate of 0.0 and an 
F1 Score value of 99% with a confidence rate of 0.779. These results showed that the object 
recognition of the was a success. Direct recognition of objects in the field resulted in an average 
detection rate of 100%, thus the wheelchair can effectively find the correct room.  
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