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Modelling the relationship between a scalar answer and one or more explanatory 
factors using a linear technique is known as linear regression. The problem of using 
linear regression arises with the use of uncertain and imprecise data. Since the fuzzy 
set theory’s concept can deal with data not to a precise point value (uncertainty data), 
this study applied the fuzzy linear regression with asymmetric parameter (FLRWAP) to 
1000 row of simulation data. Five independent variables with different combination of 
variable types were considered. Other than that, the performance of the models such 
as the parameter, error and explanation for the model were included using two 
measurement statistical errors which is mean square error and root mean square 
error. FLRWAP found the results of least value of mean square error (MSE) and root 
mean square error (RMSE) is less than another model with 107.88 and 10.39 
respectively. 
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1. Introduction 
 

Regression analysis is widely used for prediction and forecasting, where its use substantially 
overlaps the field of machine learning. Regression analysis is also used to understand which one 
among the independent variables are related to the dependent variable and to explore the forms of 
these relationships. Hence, regression analysis can be used to infer causal relationships between the 
independent and dependent variables [1]. However, this can lead to illusions or false relationships, 
therefore caution about the data that applied is advisable. 

Many techniques for carrying out regression analysis have been developed. Familiar methods 
such as linear regression, fuzzy linear regression and ordinary least squares regression are 
parametric, in that the regression function is defined in terms of a finite number of unknown 
parameters that are estimated from the data. Nonparametric regression refers to techniques that 
allow the regression function to lie in a specified set of functions which may be infinite-dimensional. 
The performance of regression analysis results depends on the form of the data generating process 
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and how it relates to the regression approach being used. Since the data generating process is 
generally good or no missing values, the process or results regression analysis on making assumptions 
will be acceptable. These assumptions are sometimes testable if a sufficient quantity of data is 
available. Regression models for prediction are often useful even when the assumptions are 
moderately violated, although they may not perform optimally. 

However, this may happen in many applications, especially with small effects or questions of 
causality based on observational data [2]. However, regression models are very sensitive to outliers. 
An outlier is a data point that differs significantly from other observations. The variability in the 
measurement may indicate experimental error and an outlier can cause serious problem in 
regression analysis. A researcher found another linear model that is not focus on outliers such as 
support vector machine (SVM) model. Support vector machine is widely applied to classifying 
something into a group of objects. In machine learning, SVM is supervised learning models with 
associated learning algorithms that analyse data for classification and regression analysis. There is a 
lot of using a support vector machine versus artificial neural network to find the minimum errors and 
the sigmoid function in both [3].  Vladimir N. Vapnik and Alexey Ya. Chervonenkis were the persons 
who develop the original SVM algorithm in 1963 and extend the algorithm to non-linear classifier by 
applying the kernel trick to maximum-margin hyperplanes in 1992. 

Studied in University of California at Berkeley introduced the paper on fuzzy sets in 1964 [4]. 
Among the contents described in the paper are the idea of grade membership was born, sharp 
criticism from academic community and waste of government funds. Moreover, on 1965 until 1975 
continued to broaden the foundation of fuzzy set theory [4]. The concept fuzzy set theory provides a 
fuzzy multistage decision making, fuzzy similarity relations, fuzzy restrictions and 4 linguistic hedges. 
Fuzzy logic can be interpreted in a wider sense as theory of fuzzy sets. As such two objectives, fuzzy 
logic alleviates difficulties in developing and analysing complex systems encountered by conventional 
mathematical tools and observing that human reasoning can utilize concepts and knowledge that do 
not have well-defined and sharp boundaries. Such for examples are tall of human, the lighter of lamp 
and else. 

Fuzzy logic is a form of many-valued logic which can be any real number or point number between 
0 and 1. In contrast with traditional logic theory, binary sets have two valued logic which is the truth 
value that ranges in degree between 0 and 1 (true and false). The truth value of fuzzy logic may be at 
range between completely true and completely false. Furthermore, if linguistic variables are used, 
specific function degree are also managed [5]. There are various other methods in fuzzy, including 
the Fuzzy Predator-Prey System [6], the Fuzzy Delphi Method [7], and the Interval-Valued Fuzzy 
Bézier Curve Interpolation Model [8], which have been widely applied in recent research. These 
methods have been widely applied to many fields such as aerospace, automotive, business, chemistry 
industry, financial and medical. It allows getting the approximate values and numbers as well as 
incomplete and ambiguous data in all fields of fuzzy data. Fuzzy is able to solve incomplete data using 
controlling and decision-making part. 

Other than that, [9] was the first person that developed fuzzy linear regression both the research 
as well as statistic. In his study, he concerned with the application of fuzzy linear function to a 
regression analysis in a vague phenomenon. Usually in regression model, deviations between the 
observed values and the estimated values are supposed to be due to observation errors. It assumed 
that these deviations of system parameter depend on vagueness of the system structure. The data 
considered input and output relations whose vagueness the systems structure [10]. 

There is significant advantage of fuzzy model in analysis which can be used without any 
assumptions. If the error of data is not normally distributed, then the data still can be used. It is 
difference with another regression analysis in statistic. Fuzzy logic provides a fundamental 
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mathematical framework for dealing with vagueness. In addition, it also manages uncertainty and 
ambiguity in expert evaluations, enabling consensus in intricate decision-making processes [7].  Other 
significant advantages that fuzzy model effectively handles challenges with high-degree polynomials 
and demonstrates accuracy in managing uncertainty in mathematical models [6]. 

Fuzzy regression analysis gives a fuzzy functional relationship between the dependent and 
independent variables in a vagueness environment. Linear regression is recommended as initial 
analysis before fuzzy regression analysis to make the 5 more significant decisions in fuzzy data. The 
input of the fuzzy data may be crisp or fuzzy. There are two types of fuzzy regression models such as 
Tanaka’s linear programming approach and the fuzzy least-squares approach. Several methods have 
been presented to estimate fuzzy regression models. The first model fuzzy regression was proposed 
[9] for linear cases by focusing on the extension principle [11]. 

Fuzzy regression used in complex systems such as in industry, economy, finance, marketing, and 
ecology function in the real world and it is more imprecision. Such systems require decisions based 
on human thinking and judgmental and involve human–machine interactions. In such environments, 
human often not be able to obtain exact numerical data about the system. The nature of information 
about the complex systems with vagueness is frequently fuzzy. In general, fuzzy regression seems to 
be intuitively more adequate for real life problems. Therefore, fuzzy regression analysis is more 
effective for modeling of complex systems. The pioneering work in this field reported that the authors 
used Zadeh‟s extension principle, A-level procedure, interval arithmetic, and linear programming 
techniques to develop a fuzzy linear regression analysis. Minimization of these distances in the fuzzy 
number space with respect to the unknown parameters of regression models leads to solving systems 
of equations [12]. 

The fuzzy linear regression method is characterised by its ease of use and transparency in 
calculation, which distinguishes it from classical regression. However, it is important to note that the 
differences between the fuzzy linear regression method and classical regression are not significant. 
Moreover, the findings presented in this study offer empirical evidence in favour of the applicability 
of fuzzy linear regression prediction, particularly in the context of handling fuzzy data. The application 
of the fuzzy linear regression method offers enhanced accuracy in finding the least measurement 
error values. This method surpasses traditional regression analysis by providing more reliable 
predictions for imprecise data. 

This research presents a study on the performance of linear programming asymmetric parameter 
fuzzy modelling based on statistical error measurement. The primary goal of this study is to find the 
results of the least value of mean square error (MSE) and root mean square error (RMSE) in order to 
get precise results. The entirety of this article is organized as follows: Part I focuses on significant 
studies on underpinning theory and potential determinants, while Part II describes the research 
methodologies. Section III contains the results and discussion, while Section IV concludes the paper 
and makes suggestions for future research. 
 
2. Methodology  
2.1 Material 
 

This study focused on 1000 row of data as sample for the simulation data. The data including the 
dependent variable in continuous number and five independent variables. The results were analyzed 
using SPSS, Microsoft Excel and MATLAB. The flowchart of the study as in Figure 1. 
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Fig. 1. Flowchart of the study 

 
2.2 Method 
2.2.1 Fuzzy linear regression 
 

Statistical analysis is versatile and can be used in any of fields especially with regards of the 
method of linear regression. Fuzzy linear regression is a fuzzy type of regression analysis in which 
some elements of the model are represented by fuzzy number. FLRM was an approach explored [13]. 
In the research, the main objective to estimate values are obtained as fuzzy sets which represent the 
fuzziness of the system structure, while the conventional confidential interval is related to the 
observation errors. No assumptions are compulsory in fuzzy model. Fuzzy sets are an effective 
method for resolving data inaccuracy and ambiguity. Rather than merely classifying a symptom as 
"present" or "absent," a fuzzy set can be used to quantify the degree to which a patient exhibits a 
particular symptom. The proposed alternative is preferable to the traditional method for assigning 
binary values. 

The data input and output data whose vagueness is derived from the existence of fuzzy 
parameters. In the model, the deviations among data are explained as the vagueness of the system 
structure ex-pressed by fuzzy parameters. To formulate a fuzzy linear regression model, the following 
Eq. (1) were assumed to hold. The data can be represented by a fuzzy linear model: 
 
𝑌𝑒

∗ = 𝐴1
∗ 𝑥𝑒1

+ ⋯ + 𝐴𝑔
∗ 𝑥𝑒𝑔

≜ 𝑥𝑒           (1) 

 
Where, 𝐴𝑔 is Fuzzy parameter, xe is the variable of fuzzy parameter and 𝑌𝑒

∗ is equation of the fuzzy 
as in Eq. (2).  
 
 𝑌𝑒

∗ = 𝐴∗𝑥𝑒                (2) 
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Where, the given data Ye = (𝑦𝑒, 𝜀𝑒) was measured by the following index ℎ𝑒, which maximizes h 

subject to 𝑌𝑒
ℎ⊂ 𝑌𝑒

∗ℎ, where, 𝑌𝑒ℎ = {𝑦|µ𝑌𝑒
(𝑦) ≥ ℎ} and 𝑌𝑒

∗ = {𝑦|𝜇𝑌𝑒
(𝑦) ≥ ℎ}, which are h -level sets. 

This index ℎ𝑒 is illustrated in Figure 1. The degree of the fitting of the fuzzy linear model for all data 
Y1, …, YN is defined by min f [hf] as in Eq. (3). The vagueness of the fuzzy linear model is defined by: 
 
𝐽𝐽 = ς1 + ⋯ + ςg                          (3)

              

The problem was elucidated by acquiring fuzzy parameters 𝐴∗which minimized JJ subject to ℎ̅𝑒 ≥
𝐻 for all e, where H was selected by the decision maker as the degree of fit of the fuzzy linear model. 
The ℎ̅e can be acquired applying Eq. (4) and (5): 
 

ℎ̅𝑒 = 1 − |𝑦𝑒 − 𝑥𝑒𝑇𝛼|            (4) 
 

∫ 𝑓ς 𝑓|𝑥𝑒𝑓| − 𝜀𝑒             (5) 
 
Tanaka [13] model estimated the fuzzy parameter 𝐴𝑒

∗ = 𝛼𝑒 , ς𝑒, which are the solutions of the 
following linear programming problem in Eqs. (6) – (8). 

 

minα,ς = 𝜍1 + ⋯ + ςg             (6) 

 
Subject to 𝜍 ≥ 0 and 
 

 𝛼𝑇𝑥𝑒 + (1 − 𝐻) ∫ 𝜍 𝑓 |𝑥𝑒𝑓
| ≥ 𝑦𝑒 + (1 − 𝐻)𝜀𝑒          (7) 

 

−𝛼𝑇𝑥𝑒 + (1 − 𝐻) ∫ 𝜍 𝑓 |𝑥𝑒𝑓
| ≥ −𝑦𝑒 + (1 − 𝐻)𝜀𝑒         (8) 

 
The best fitting model for the given data may be obtained by solving the conventional linear 

programming problem above. The number of constraints, 2 N, was generally substantially greater 
than the number of variables, g. As a result, solving the dual problem above was easier than solving 
the primal problem. Fuzzy output denoted as 𝑌𝑖 = (𝑦𝑖, 𝑒𝑖) where yi is a center and ei is a width of fuzzy 
triangular diagram. The linear function of fuzzy linear regression is shown in Eq. (9). 
 
𝑌 = 𝐴0(𝛼0, 𝜍0) + 𝐴1(𝛼      𝑋1 + ⋯ + 𝐴𝑔(𝛼,      𝑥𝑔          (9) 

 
Where, 𝑋 = (𝛼𝑖, 𝑐𝑖  is a vector of independent variables and 𝐴 = [𝐴0, 𝐴1 … . 𝐴𝑔] is a vector of fuzzy 

coefficients presented in the form of a triangular fuzzy number. In FLR, there are fitting models can 
be fine by the data given and solving the linear programming problem. Other than that, the fuzzy 
parameter can be found by following the linear programming problem as shown in Eqs. (10) and (11): 
 

𝛼𝑡𝑥𝑖 + (1 − 𝐻) ∫ 𝑐𝑗|𝑥𝑖𝑗| ≥ 𝑦𝑖 + (1 − 𝐻)𝑒𝑖
.

𝑗
                    (10) 

−𝛼𝑡𝑥𝑖 + (1 − 𝐻) ∫ 𝑐𝑗|𝑥𝑖𝑗| ≥ −𝑦𝑖 + (1 − 𝐻)𝑒𝑖
.

𝑗
                   (11) 
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2.2.2 Fuzzy linear regression with asymmetric parameter 
 

The issue with fuzzy linear regression asymmetric parameter is there is no proper shape of 
triangular fuzzy. If 𝐴𝑖(𝑖 = 0,1, … . , 𝑛) is assumed as asymmetrical fuzzy number and xi is crisp real 

number, then the output of 𝑌�̂� = 𝐴0 + 𝐴1𝑥𝑖1 + +𝐴𝑗𝑥𝑖𝑗  will be triangular fuzzy number [14]. Fuzzy 

parameter can be determined according to formulation and solution of fuzzy and linear programming 
of fuzzy linear regression asymmetric parameter and is shown in Eqs. (12) and (13). The membership 
function of asymmetrically triangular fuzzy number is shown in Figure 2. 
 
(1 − ℎ)𝑆0

𝐿 + (1 + ℎ) ∫(𝑆𝑖
𝐿|𝑥𝑗𝑖|) − 𝑎0 − ∑(𝑎𝑖𝑥𝑖𝑗) ≥ −𝑦𝑖                  (12) 

 
(1 − ℎ)𝑆0 + (1 + ℎ) ∫(𝑆𝑖|𝑥𝑗𝑖|) + 𝑎0 + ∑(𝑎𝑖𝑥𝑖𝑗) ≥ −𝑦𝑖                  (13) 

 

Where, 𝑆0
𝐿, 𝑆𝑖

𝐿 are spread left of TFN, S0, Si are spread of TFN, 𝛼0, 𝛼𝑖  are mode of TFN, and h is degree 
of TFN. 
 

 
Fig. 2. Membership function of asymmetrically 
triangular fuzzy number (TFN) 

   
3. Results and Discussion 
 

This study used simulation data consisting of 1000 rows of data as sample, with five variables 
while continuous number is the dependent variable. The error of the model was done using cross- 
validation statistical techniques which are MSE and RMSE. This study also was applied multiple linear 
regression (MLR) and fuzzy modeling [14] as an asymmetric triangular fuzzy towards fuzzy structure. 
The model was applied in this study to analyze the data on 1000 rows of simulation data. Five of 
predictor variables were used against dependent variable. The degree of fitting H = 0.5 is also applied 
in this model based on the reliability and consistency of triangular fuzzy number membership 
function. The results of analysis are showed Table 1. 
 

Table 1 
Results of statistical error of model 
Model  H  MSE  RMSE  

MLR - 306.257 17.50 
FLRWAP 0.5 107.88 10.39 

 
The results of fuzzy parameter found by values of αi is a center of fuzzy parameter and ci is 

fuzziness of parameter (width). The value of width parameter fuzzy is very low close to 0. The 
obtained values in fuzzy parameters and five predictor variables were included. The fuzzy mean value 



Journal of Advanced Research Design 

Volume 130, Issue 1 (2025) 126-133 

132 
 

of dependent variable can be explained by independent variable (IV) 3 with highest fuzzy parameter 
= 0.024. 

The dispersion can be explained applying the fuzziness parameter. Moreover, the independent 
variables 1 and 5 show negative values and depends on the strong correlations among the variables. 
The dependent variable is inversely proportional between IV 1 and IV 5. The summary evaluation of 
FLRWAP with mean square error and root mean square error are shown in Table 1. Mean square 
error for this model was 107.88 and root mean square error was 10.39 and describing the accuracy 
of prediction on model performance. There were 5 determinants to estimate fuzzy linear regression 
with asymmetric parameter model as below: 
 
Ŷ = 6.533e-11 + (-0.003, 0) IV1 + (0.001, 0) IV2 + (0.024, 0) IV3 + (0.015, 0) IV4 + (-0.013, 0) IV5 
 
4. Conclusions 
 

The purpose of this study was to determine the best prediction model with the lowest 
measurement error between fuzzy linear regression with asymmetric parameter and multiple linear 
regression models. The results of FLRWAP show that a H-value of 0.5 is a good prediction model for 
simulation data in the fuzzy linear regression model as it has the lowest measurement error among 
another model. Table 1 displays the summary evaluation of multiple linear regression and fuzzy linear 
regression with mean square error and root mean square error. Fuzzy linear regression with 
asymmetric parameter can be found in various domains in future applications, particularly for 
inaccurate data. Although only FLRWAP is presented in this paper, another model can be applied by 
the same approach. 

In future studies, other researchers can compare other models with the fuzzy linear regression 
model to prove that it is the most accurate model with the least measurement errors. The 
researchers also can add more variables and rows of data in the data analysis. Moreover, many 
statistical methods in quantitative analysis can be conducted especially the fuzzy linear regression 
with asymmetric parameter is more popular and effective in predicting model compared to other 
fuzzy methods. Fuzzy theory and its application are widely applied to various fields, especially in 
medicine. This study contributes to the application of fuzzy set theory. The fuzzy linear regression 
with asymmetric parameter is proposed in this study and proves to be the best model with the 
highest accuracy or the model with prediction in the uncertainty data. 
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