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Since the healthcare industry depends more and more on digital infrastructure, it is a 
perfect target for cyberattacks especially phishing.  Designed to pass for real healthcare 
websites, phishing URLs seriously compromise patient data security.  Effective strikes 
may cause disruptions in patient care, financial losses, and Protected Health Information 
(PHI) breaches.  This work investigates the use of machine learning (ML) approaches for 
robust and accurate phishing URL detection in healthcare systems in order to handle 
this important problem.  We examine a Multilayer Perceptron (MLP) neural network-
based detection model and evaluate its performance against known techniques, 
Decision Tree (DT) and Naive Bayes (NB).  Comprehensive URL datasets—more 
especially, the ISCX-URL-2016 dataset for training and testing—as well as the CIC-
InvesBanking-2017 dataset combined with live phishing feeds for validation help to train 
and rigorously validate the models.  With a high accuracy of 87.45% on test data and a 
precision of 84% on unseen validation data, our experimental results show that the 
proposed MLP model much exceeds DT and NB.  This emphasizes how ML—more 
especially, MLP—may improve cybersecurity defences in healthcare, hence securing 
private patient data and the integrity of healthcare processes. 
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1. Introduction 
 

Efficiency and patient access to care have greatly benefited from the fast digitization of 
healthcare services—including the broad use of Electronic Health Records (EHRs), patient portals, 
and telemedicine systems. But this digital revolution has also enlarged the attack area for 
cybercriminals, why healthcare is a relatively sensitive industry [1,2]. Among the several cyberthreats 
that healthcare faces, phishing attacks—especially those using dangerous URLs—stand out as a 
recurring and ubiquitous hazard, as past research [3,4] have observed.  
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Often replicating the login pages of hospitals, insurance providers, or pharmaceutical businesses, 
phishing URLs are designed to fool consumers into thinking they are engaging with reputable 
websites [5]. Targeting both healthcare professionals and patients, these false URLs are distributed 
via emails, SMS messages, and social media [5,6]. Effective phishing campaigns in the healthcare 
industry can have disastrous effects including financial data breaches, illegal access and theft of 
sensitive Protected Health Information (PHI), and interruptions to important healthcare services 
[6,7]. The human element is still a major weakness since even educated staff members can be victims 
of clever phishing efforts [8,9]. Though it is not always used or perfect, multi-factor authentication is 
advised more and more [10-12]. 

Blacklists and signature-based detection are among the conventional security mechanisms that 
are often inadequate to stop the changing character of phishing attempts [13,14]. A good substitute 
is machine learning (ML), which can adapt to new dangers and learn intricate trends [2,15,16]. ML 
methods can effectively and highly accurately examine several aspects of URLs to differentiate 
between phishing and legitimate attempts [17-19]. Offering proactive and flexible defences, artificial 
intelligence (AI) and machine learning are becoming more and more important for cybersecurity 
overall [2]. Although general phishing detection has benefited from machine learning, little research 
specifically assessing the performance of advanced neural networks such as MLP within the particular 
context of healthcare systems, especially using realistic, up-to-date validation datasets that mimic 
real-world threats. Strengthening cybersecurity defences in the vulnerable healthcare sector 
depends on addressing this gap, which eventually helps to better safeguard sensitive patient data 
(PHI), so averting expensive breaches, and so guaranteeing the dependability of important healthcare 
services. 

This work investigates the use of ML techniques to meet the immediate demand for strong 
phishing URL detection inside healthcare systems. Based on a Multilayer Perceptron (MLP) neural 
network, we present a detection model and assess its performance against accepted baseline 
methods: Decision Tree (DT), Naive Bayes (NB). We aim to show how well MLP detects phishing URLs 
aimed at hospital environments, hence improving patient data security and the robustness of the 
healthcare infrastructure. 

 
1.1 Related Works and Objectives 

 
With several studies showing its frequency and changing strategies, phishing is a well-

documented hazard in the digital terrain [1,5,20]. Emphasizing the importance of strong detection 
systems, Benavides et al., [7] offers a methodical overview of phishing assault solutions. By means of 
a thorough investigation of phishing assaults, Alkhalil et al., [1] highlighted their complex character 
and the difficulties they provide for cybersecurity. Varshney et al., [5] presented a survey and 
classification of web phishing schemes, therefore delineating the several techniques used by 
attackers. Reviewing uses of deep learning for phishing detection, Catal et al., [18] noted the growing 
tendency toward more advanced methods. Kaur et al., [2] highlighted the critical function of machine 
learning by offering a wide evaluation of artificial intelligence for cybersecurity. 

As shown in many research, machine learning methods have become a potent weapon for 
phishing prevention since they provide adaptive and sophisticated detecting powers [2,16,21]. Many 
research has investigated how ML might be used generally for phishing detection. Using machine 
learning, Abad et al., [3] categorized harmful URLs to show the value of these methods. Reviewing 
machine learning techniques for identifying malicious URLs, Aljabri et al., [17] underlined the 
developing interest in this field.  
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Singh [15] provided a survey of machine learning approaches for phishing website detection, 
showcasing the range of algorithms and features utilized. Dutta [11] compared various machine 
learning techniques for detecting phishing websites, finding machine learning to be highly effective. 

Among ML algorithms, Multilayer Perceptron (MLP) neural networks have shown considerable 
promise in phishing detection [22-24]. Emedolu et al., [25] demonstrated the effectiveness of MLP 
for phishing website detection. Al-Ahmadi [23] proposed PDMLP, a phishing detection system using 
MLP. Erdemir et al., [24] utilized MLP with hybrid training techniques for phishing detection, 
achieving improved performance. Remya et al., [26] explored ResMLP, a residual MLP architecture, 
for effective phishing URL detection. Rachmatullah et al., [6] investigated determining the optimal 
number of hidden layers in neural networks, a crucial aspect for effective MLP design. 

Deep learning, a subfield of ML, has also gained significant attention in phishing detection due to 
its ability to automatically learn complex features [16,21]. Quang Do et al., [16] provided a systematic 
review of deep learning models for phishing detection, outlining current challenges and future 
directions. Faheem et al., [19] proposed a deep learning approach using Convolutional Neural 
Networks (CNNs) for detecting phishing URLs, achieving high accuracy. Jishnu et al., [27] developed 
a real-time phishing URL detection framework using a knowledge-distilled deep learning model for 
efficient detection. Jayaprakash et al., [4] explored heuristic machine learning approaches, including 
deep learning components, for identifying phishing threats across web and email platforms, 
highlighting hybrid approaches. 

In the specific context of healthcare, the need for robust phishing detection is paramount due to 
the sensitivity of patient data and the potential for significant harm [6,28]. Goel et al., [29] highlighted 
mobile phishing attacks and defence mechanisms, relevant to the increasing use of mobile devices in 
healthcare. Alloghani et al., [8] highlighted the importance of machine learning in performance-based 
prediction in medical contexts, demonstrating the broader applicability of these techniques in 
healthcare. While dedicated research on ML-based phishing URL detection specifically within 
healthcare is still evolving, the general effectiveness of ML for phishing detection, coupled with the 
critical need for healthcare cybersecurity, motivates the application and evaluation of these 
techniques in this domain. This study aims to contribute to this growing area by focusing on the 
performance of MLP in detecting phishing URLs in a healthcare context.  

 
2. Methodology  

 
Developing and testing machine learning algorithms for phishing URL classification is an ongoing 

problem in cybersecurity, which this study aims to solve [30]. Training and validating a Multilayer 
Perceptron (MLP) model and comparing its performance to Decision Tree (DT) and Naive Bayes (NB) 
algorithms form the basis of our methodology, which builds upon methodologies that were 
previously investigated for this work. 

 
2.1 Data Collection and Pre-Processing 

 
The publicly accessible datasets CIC-InvesBanking-2017 and ISCX-URL-2016, both maintained by 

the University of New Brunswick Cybersecurity Lab, and the Canadian Institute for Cybersecurity, 
respectively, were used for model training and validation [32]. To assess defences against modern 
attacks, a rigorous out-of-sample validation was performed using the CIC-InvesBanking-2017 dataset 
supplemented with live phishing feeds from the past few years, thus simulating a real-world 
deployment scenario [6]. The ISCX-URL-2016 dataset served as our primary tool for training and 
testing purposes. 
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The ISCX-URL-2016 dataset, obtained from UNB's public repository 
(https://www.unb.ca/cic/datasets/url-2016.html), is stratified and balanced, facilitating controlled 
experimentation. For training and testing, we utilized a stratified subset of 10,000 URLs: 8,000 for 
training (4,000 benign, 4,000 phishing) and 2,000 for testing (1,000 benign, 1,000 phishing). Benign 
URLs were sampled from legitimate website directories, while phishing URLs comprised confirmed 
phishing cases from 2016 threat intelligence feeds. 

For validation, we constructed a more extensive and realistic dataset by combining the CIC-
InvesBanking-2017 dataset with live phishing URLs from active threat intelligence feeds. Benign URLs 
for validation were sourced from a 2023 snapshot of the Common Crawl dataset, representing a 
broad spectrum of contemporary web content. Phishing URLs were aggregated from PhishTank (live 
phishing feed) and OpenPhish (community-driven threat intelligence), accessed in Q4 2023 to ensure 
currency. This validation dataset comprised 450,175 URLs, with a more ecologically valid class 
distribution reflecting real-world conditions: approximately 300,000 benign URLs and 150,175 
phishing URLs (PhishTank: 82,000; OpenPhish: 68,175), resulting in a benign-to-phishing ratio of 
approximately 2:1. 

Feature extraction was performed to transform raw URLs into a numerical feature vector 
representation suitable for machine learning algorithms. These features were extracted 
programmatically using Python libraries for URL parsing (urllib.parse) and regular expression 
matching (re) to quantify lexical and structural properties. We extracted 17 URL features 
encompassing lexical properties, host-based attributes, and URL structure characteristics. These 
features included: NumDots, SubdomainLevel, PathLevel, UrlLength, NumDash, AtSymbol, 
TildeSymbol, NumUnderscore, NumPercent, NumAmpersand, NumHash, NoHttps, IpAddress, 
HostnameLength, PathLength, and DoubleSlashInPath. These features capture various aspects of URL 
composition that are indicative of phishing attempts, such as URL length manipulation, use of special 
characters, and attempts to mimic legitimate URL structures, tactics often discussed in phishing 
analysis [6]. 

Data preprocessing steps were crucial to ensure data quality and optimize model performance. 
Duplicate URLs were removed from both datasets using the Pandas drop_duplicates( ) function [28]. 
To address the class imbalance observed only in the training data partition derived from the ISCX-
URL-2016 set and prevent potential model bias towards the majority benign class during training, we 
employed the Synthetic Minority Over-sampling Technique (SMOTE) [33]. SMOTE, implemented 
using the imblearn library (available at https://github.com/scikit-learn-contrib/imbalanced-learn) 
with default nearest-neighbour settings, oversamples the minority class (phishing URLs) by 
generating synthetic samples based on feature space similarities between existing minority 
instances. No data normalization or scaling was applied to the features. This decision was made 
because initial analysis suggested the inherent magnitudes of the count-based and binary features 
were informative, algorithms like Decision Trees are less sensitive to feature scaling [27], and the use 
of the ADAM optimizer for the MLP helps mitigate potential convergence issues related to unscaled 
data. 

 
2.2 Model Selection and Implementation 

 
The proposed phishing URL detection model is based on a Multilayer Perceptron (MLP) neural 

network [17,18,23], a type of feedforward neural network. MLPs are composed of interconnected 
layers of nodes (neurons) and are capable of learning complex non-linear relationships within data 
through a process of supervised training [29,31,34]. Our MLP architecture consisted of an input layer 
matching the 17 extracted features, followed by three hidden layers with 22, 30, and 10 neurons 

https://www.google.com/url?sa=E&q=https%3A%2F%2Fwww.unb.ca%2Fcic%2Fdatasets%2Furl-2016.html
https://www.google.com/url?sa=E&q=https%3A%2F%2Fgithub.com%2Fscikit-learn-contrib%2Fimbalanced-learn
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respectively. Rectified Linear Unit (ReLU) activation functions [35] were employed in the hidden 
layers, chosen for their common use and effectiveness in mitigating the vanishing gradient problem 
during the training of deeper networks. A sigmoid activation function was used in the single-neuron 
output layer to produce probabilistic outputs between 0 and 1, representing the model's confidence 
in classifying a URL as phishing (closer to 1) or benign (closer to 0). The network architecture is 
visualized in Figure 1. 

 

 
Fig. 1. Multilayer Perceptron (MLP) model architecture 

 
Model training was performed using the ADAM optimizer [36], an adaptive learning rate 

optimization algorithm selected for its efficiency and robust performance in training deep neural 
networks by adapting the learning rate for each parameter. Binary cross-entropy was used as the loss 
function, as it is appropriate for binary classification tasks like distinguishing between phishing and 
benign URLs. The models were trained for 25 epochs with a batch size of 32, parameters determined 
through preliminary experimentation to balance performance and training time. 

For comparative analysis, we implemented two established baseline machine learning algorithms 
widely used in classification tasks, including previous phishing detection studies [27]: Decision Tree 
(DT) and Naive Bayes (NB) [11,37]. Decision Tree (DT) is a non-parametric supervised learning method 
that creates a tree-like model of decisions based on feature values. Naive Bayes (NB) is a probabilistic 
classifier based on applying Bayes' theorem with strong (naive) independence assumptions between 
the features. These algorithms were implemented using the scikit-learn library in Python, 
utilizing default parameter settings to establish a standard baseline performance for comparison 
against the tuned MLP model. 

Model implementation and experimentation were conducted using the Python programming 
language, leveraging the scikit-learn library for baseline machine learning algorithms and evaluation 
metrics, and TensorFlow/Keras for MLP model development and training. 

 
2.3 Model Evaluation 

 
Model performance was rigorously evaluated using standard metrics for binary classification: 

accuracy, precision, recall, and F1-score [38]. Accuracy, calculated as Eq. (1) measures the overall 
correctness of the model's classifications. Precision, calculated as Eq. (2), quantifies the proportion 
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of correctly identified phishing URLs out of all URLs predicted as phishing, minimizing false positives. 
Recall, calculated as Eq. (3), measures the proportion of actual phishing URLs that were correctly 
identified, minimizing false negatives. F1-score, calculated as Eq. (4), provides a harmonic mean of 
precision and recall, offering a balanced measure of overall performance. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
                            (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
              (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                   (3) 

 

𝐹1_𝑆𝑐𝑜𝑟𝑒 =
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                         (4) 

 
Using the ISCX-URL-2016 dataset, we used a train-test split strategy, allocating 80% of the data 

for training and 20% for testing. This allowed us to keep the stratified class distribution inside each 
split. Models such as MLP, DT, and NB were trained using the training set. One tested and contrasted 
the trained models' performance in a controlled setting using the unseen data of the test set. To 
evaluate generalizability and resistance in a more realistic and dynamic setting, the CIC-InvesBanking-
2017 dataset, which has been enhanced with live phishing feeds, provides an additional out-of-
sample validation dataset. To show the distribution of True Positives (TP), True Negatives (TN), False 
Positives (FP), and False Negatives (FN), confusion matrices were produced for every algorithm on 
both the test and validation datasets. 

 
3. Results and Discussion 

 
The efficacy of the proposed Multilayer Perceptron (MLP) model for phishing URL identification 

in healthcare systems and its better performance over baseline techniques, Decision Tree (DT) and 
Naive Bayes (NB) are shown by the experimental findings. 
 
3.1 Performance on Test Data (ISCX-URL-2016) 
 

Figures 2 to 4 present the confusion matrices for DT, NB and MLP algorithms, respectively, 
evaluated on the ISCX-URL-2016 test dataset. 
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Fig. 2. Confusion matrix for Decision Tree (DT) on test data, 
Confusion Matrix for DT on test data 

 

 
Fig. 3. Confusion Matrix for Naive Bayes (NB) on test data, 
Confusion Matrix for NB on test data 
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Fig. 4. Confusion Matrix for Multilayer Perceptron (MLP) on 
test data, Confusion Matrix for MLP on test data 

 
As visualized in these matrices and summarized in Table 1, the MLP model exhibits superior 

classification performance across all metrics. 
 

Table 1 
Performance on ISCX-URL-2016 test set 
Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Decision Tree 82.5 84.21 80.0 82.05 
Naive Bayes 83.0 80.0 88.0 83.80 
MLP 87.45 87.6 87.41 87.5 

 
As shown in Table 1 and Figure 5, the MLP model achieved the highest accuracy of 87.45% on the 

test dataset, significantly outperforming DT and NB. The MLP model also demonstrated balanced 
performance with a precision of 87.6%, a recall of 87.41%, and a high F1-score of 87.5%, indicating 
its effectiveness in minimizing both false positives and false negatives. DT and NB, while providing 
reasonable baseline performance, exhibited lower accuracy and F1-scores compared to MLP, 
suggesting their limited capability in capturing the complex patterns indicative of phishing URLs. 
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Fig. 5. Comparison of performance metrics for Decision Tree (DT), Naive Bayes (NB) and 
Multilayer Perceptron (MLP) on test data 

  
3.2 Performance on Validation Data (CIC-InvesBanking-2017 + Live Feeds) 
 

Figures 6 to 8 present the confusion matrices for DT, NB and MLP algorithms, respectively, 
evaluated on the out-of-sample validation dataset. 

 

 
Fig. 6. Confusion Matrix for Decision Tree (DT) on validation 
data - Confusion Matrix for DT on validation data 
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Fig. 7. Confusion Matrix for Naive Bayes (NB) on validation 
data - Confusion Matrix for NB on validation data 

 

 
Fig. 8. Confusion Matrix for Multilayer Perceptron (MLP) on 
validation data - Confusion Matrix for MLP on validation data 

 
Table 2 summarizes the performance metrics on this validation dataset. 
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Table 2 
Performance on CIC-PhishTank validation set 
Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Decision Tree 82.2 70.59 80.0 75.00 
Naive Bayes 77.8 61.99 86.67 72.22 
MLP 77.0 84.0 85.2 84.6 

 
Consistent with the test data results, the MLP model maintained superior performance on the 

validation dataset, achieving an accuracy of 77.0% and a precision of 84.0%. While the overall 
accuracy is slightly lower compared to the test dataset (likely due to the increased complexity and 
real-world class imbalance of the validation data), the MLP model still significantly outperformed DT 
and NB, demonstrating better generalization capability and robustness in a more realistic scenario. 
The precision of 84% on the validation set is particularly noteworthy, indicating a low false positive 
rate, crucial for minimizing disruptions in healthcare systems. The recall of 85.2% ensures that a high 
proportion of actual phishing URLs are detected. The lower performance of DT and NB on the 
validation data further underscores the need for more sophisticated ML models like MLP to 
effectively address the challenges of phishing URL detection in dynamic, real-world healthcare 
environments. 

 
3.3 Broader Technological Contexts and Inspirations for AI in Healthcare Cybersecurity 

 
The application of machine learning (ML) and artificial intelligence (AI) in phishing detection 

reflects a broader paradigm shift across multiple sectors where intelligent systems are driving 
innovation and resilience. For instance, smart monitoring systems [39,40] demonstrate how 
embedded intelligence can enhance safety in public utilities—much like ML enhances security in 
healthcare infrastructure. Similarly, Shahrunnizam et al., [41], models exemplify how predictive 
algorithms can navigate complex temporal patterns, echoing the need to anticipate phishing tactics. 
Advances in biomedical signal processing [42], further showcase the power of data-driven 
approaches in handling noisy, real-time healthcare data. Moreover, Hassan et al., [43] highlights the 
growing influence of AI in shaping material science and medicine, much like it now influences digital 
security. On the societal front, tracking public discourse through AI-driven tools—such as those 
explored by Hassan et al., [44] —mirrors how real-time threat detection must adapt to evolving user 
behaviours. At the intersection of healthcare design and human performance, reviews like Perumal 
et al., [45] underscore the importance of environmental factors in user alertness, which may impact 
susceptibility to phishing attacks. Finally, frameworks [46] emphasize the relevance of human-
centred digital health experiences, aligning with the goal of integrating phishing detection 
mechanisms within broader patient-focused ecosystems. These cross-disciplinary innovations 
collectively reinforce the strategic value of AI-powered phishing detection in healthcare. 
 
3.4 Implications for Healthcare Cybersecurity 

 
Improving healthcare cybersecurity and preserving private patient information are significant 

repercussions of this study's results. The demonstrated efficacy of the MLP model in accurately 
detecting phishing URLs highlights the potential for machine learning to bolster safeguards against 
this prevalent danger. When it comes to healthcare, reliable phishing detection is absolutely crucial 
because of the severe consequences that can arise from successful assaults. These consequences 
include, but are not limited to, financial losses, disruptions to treatment provision, and breaches of 
patient privacy. The balanced performance of the MLP model is particularly important for uses in 
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healthcare, as it achieves remarkable precision and recall. With less false positives caused by high 
precision, banning legitimate URLs and disrupting access to important healthcare resources is less 
likely to happen. A high recall rate guarantees that the majority of phishing attempts are detected 
and prevented, protecting both patients and healthcare organizations from potential harm by 
reducing the number of false negatives. The necessity for advanced ML techniques to combat the 
evolving and complicated nature of healthcare phishing attacks is highlighted by MLP's superior 
performance compared to simpler algorithms such as DT and NB. 

 
4. Conclusion 

  
This study investigated the application of machine learning techniques for healthcare system 

phishing URL detection, specifically focusing on the Multilayer Perceptron (MLP) neural network. We 
find that the proposed MLP model outperforms the baseline Decision Tree (DT) and Naive Bayes (NB) 
approaches in terms of accuracy, precision, recall, and F1-score on both controlled test data and a 
more realistic validation dataset. The MLP model achieved an impressive 87.45% accuracy on the 
ISCX-URL-2016 test data and an impressive 84.0% precision on the CIC-InvesBanking-2017 + live feeds 
validation data, demonstrating its capability for reliable and efficient phishing URL detection in 
healthcare settings. The implications of this work for healthcare cybersecurity and the protection of 
individual patient data are substantial. Reducing the likelihood of successful phishing attempts, 
reducing costly data breaches, protecting patient privacy, and ensuring the continuity of healthcare 
activities can be achieved by ML-based phishing detection systems like the proposed MLP model. 
Among the areas that could use more attention in the future is the study of how well the model fares 
against malicious attempts to avoid detection, how well it integrates with existing security 
infrastructure like web proxies and email gateways, and how best to implement the MLP model in 
healthcare systems in real-time. Integrating natural language processing techniques and content-
based URL analysis, conducting additional research on hybrid and ensemble deep learning 
architectures, and improving detection performance are all potential outcomes. A healthcare-specific 
phishing dataset that captures the unique characteristics of healthcare-related phishing attempts 
could greatly enhance future research and model building. Continual research and development are 
crucial for keeping the digital healthcare ecosystem secure and dependable in the face of evolving 
cyber threats. 
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