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Deoxyribonucleic acid (DNA) microarray technology enables the simultaneous 
measurement of the expression level of numerous genes, thus enabling the 
identification of patterns in gene expression that may cause a disease or a particular 
biological process. The DNA microarray technology can identify cancer cells by 
analysing the gene expression difference between normal cells and cancer cells. 
However, due to the vast number of features in the DNA microarray, the feature 
selection method is required to identify the most relevant subset of microarray 
features for subsequent analysis. In this research paper, a novel hybrid feature 
selection method called Pasi Luukka-Genetic Algorithm + Support Vector Machine is 
introduced. This approach combines the strengths of filter and wrapper methods to 
effectively select features from eight (8) cancer datasets. The Pasi Luukka algorithm 
filters irrelevant features and reduces dimensionality. A metaheuristic-based 
feature selection, which is the Genetic Algorithm (GA), selects the optimum features 
from the filtered features. This paper evaluates the performance of the proposed 
method, and a comparison work is conducted against other existing hybrid feature 
selection methods in the literature. The evaluation considers accuracy metrics and 
the number of selected features using the same microarray datasets. 
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1. Introduction 
 

Cancer encompasses a range of diseases characterised by abnormal cells in the body growing 
uncontrollably and spreading to nearby tissues [1,2]. Cancer can lead to death if the spread is not 
controlled. According to the Cancer Statistics from the American Cancer Society, there is an estimated 
new cancer case of 1,918,030 and an estimated death of 609,360 from all sites (e.g., breast, 
leukaemia, respiratory system, digestive system and other types of cancers) in the United States in 
2022 [3]. 
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The DNA microarray is introduced to detect cancer by analysing the gene expression level in each 
cell [4]. A DNA microarray is a lab-on-chip technique that consists of an array of numerous 
microscopic DNA spots or sequences (oligo) spotted on the solid surface [5,6]. Specific probes are 
used to measure the relative abundance of transcripts or gene expression levels in the target sample 
[7]. The analysis of gene expression levels is essential for detecting cancer by determining biological 
processes and identifying changes in the genes’ expression patterns that are relevant to its 
development [8]. The DNA microarray is useful in identifying diseases such as cancer, discovering 
drugs, or developing more effective drugs for treatment purposes [9,10]. 

However, there are two major barriers to analysing DNA microarray datasets: high dimensionality 
and high complexity [11]. From the aspect of dimensionality, microarray technology generates large 
datasets with gene expression values for 6,000–60,000 genes/feature in a cell mixture [12]. The curse 
of high dimensionality brings low performance issues, such as poor classification accuracy and stalled 
genetic search [13]. Moreover, the DNA microarray dataset has high complexity, thus signifying a 
correlation between the genes. Standard machine learning methods are suited for less-dimensional 
data and do not perform well because these gene expression datasets have more features than the 
samples, as discussed as in previous works [11-13]. 

Dimensionality reduction methods have been introduced to reduce dimensionality [14], where 
these techniques can be categorised into two main groups: feature extraction and feature selection 
[15]. Feature extraction extracts information from original features to generate new features with 
lower dimensionality, while feature selection selects a subset of the original features without creating 
a new one [16]. Feature selection aims to discard irrelevant or redundant data based on certain 
criteria [17,18]. This helps to improve the accuracy of the model by reducing noise in the data and 
focusing on the most useful information [19]. Feature selection also aids in reducing the 
computational time of the learning process [20]. 

There are three main categories of feature selection methods, including filter, wrapper, and 
embedded methods [21,22]. The filter feature selection method selects subsets of features by 
evaluating the relationship between features and target variables based on their general statistical 
properties and a score is assigned to each of them [23]. These features are ranked via specific criteria 
and used to filter out the features with the highest scores. One of the advantages of the filter method 
is that filter methods have faster computation speed [24]. However, since the performance of 
selected features on the classifier is ignored, the resulting accuracy may be low due to the loss of 
useful information [24,25]. 

Examples of filter methods are the Fisher Scoring algorithm, Laplacian Score (LS), Independent 
Component Analysis (ICA), Minimum Redundancy Maximum Relevance (mRMR), Information Gain 
(IG), Mutual Information (MI), Correlation-Based Feature Selection (CFS), and Pasi Luukka, among 
others [26,27]. Figure 1 shows the general workflow for the filter method. 
 

 
Fig. 1. Workflow of filter method 

 
Wrapper methods are a feature selection method that utilises the performance of the selected 

classifier algorithm as a metric to select the best feature subset [28]. The wrapper works by applying 
a learning algorithm during the evaluation process of possible feature subsets by using the fitness 
function in each iteration and selecting the optimal subset among these results. The wrapper has 
higher performance than the filter, but the computation time is slower than that of the filter and 
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embedded methods [28]. Examples of wrapper methods are Genetic Algorithm (GA), Bat Algorithm 
(BA), Firefly Algorithm (FA), Particle Swarm Optimisation (PSO), Whale Optimisation Algorithm 
(WOA), Ant Colony Optimisation (ACO), etc [29]. Figure 2 shows the general wrapper’s workflow. 
 

 
Fig. 2. Workflow of wrapper method 

 
The final category is known as embedded methods [30]. An embedded method is known as 

integrated feature selection as embedded approaches attempt to discover an optimal subset of 
features while building a model [31]. In the training phase, the classifier fine-tunes its internal 
parameters and assigns appropriate weights to each feature to attain the highest possible 
classification accuracy [32]. As a result, the feature selection process and model construction are 
performed simultaneously in a single step [33-38]. Figure 3 demonstrates the workflow of the 
embedded method. 
 

 
Fig. 3. Workflow of embedded method 

 
Classification is a method of data analysis that involves predicting the class or category to which 

a given data point belongs, based on a predefined set of classes [39]. A classification is a form of 
supervised learning, in which the class labels for the training data are already known. To construct a 
classifier, the model undergoes two processes. Initially, the model is trained on a collection of 
labelled data, enabling it to learn the patterns and relationships within the data. Subsequently, the 
trained model is employed to make predictions on new and unseen data, assigning appropriate class 
labels based on its learned knowledge. The performance of the classifier is evaluated based on how 
well it can make these predictions. The accuracy of the selected features can be evaluated by using 
a classifier to determine their effectiveness in predicting or classifying certain outcomes or targets. 
In the wrapper model, a classifier can be employed as a fitness function to assess the performance 
of selected features at that instance and further improve the performance [40]. 

 
2. Materials and Methods 

 
A hybrid method known as the Pasi Luukka-Genetic Algorithm (GA) + Support Vector Machine 

(SVM) is proposed to obtain the optimal feature subset from the high dimensionality microarray 
datasets. This method uses the Pasi Luukka filter to reduce the dimensionality, GA wrapper to select 
features, and lastly, the SVM classifier for the evaluation of the results to determine the accuracy. 

The Pasi Luukka was chosen as one of the filters in the hybrid method of this work based on its 
unique characteristics that complement other selection techniques. While the rarity of its usage by 
other researchers in hybrid methods is a factor, the authors’ decision was primarily motivated by its 
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ability to contribute distinct insights to the ensemble. Notably, the hybrid selection method proposed 
by other researchers, Pasi Luukka + AltWOA, showcased promising results [41]. In addition to Pasi 
Luukka, the GA was integrated into this research approach due to its established reputation for 
accuracy. The survey conducted by other researchers indicated that hybrid feature selections 
involving the Genetic Algorithm consistently achieved superior accuracy compared to alternative 
methods while also yielding a minimal number of optimum subsets. This is evident through the GA’s 
achievement of 100% accuracy on five out of the six evaluated datasets using a diverse set of 
algorithms [42]. This combination of approaches ensures a robust and effective feature selection 
process that enhances the accuracy of the classification model in this work. 

The Pasi Luukka method utilises fuzzy entropy to evaluate the differences between the fuzzy set 
and the well-described crisp set for feature selection [43]. Pasi Luukka proposed the combinations of 
fuzzy entropy measures and similarity classifiers in selecting the most relevant features [44]. The 
workflow of the Pasi Luukka method is concluded as follows: 

 
i. Firstly, the data is split into training and testing sets, and an ideal vector, v, is calculated for 

the training data. This ideal vector can be obtained by taking the generalised means of the 
samples belonging to specific classes. The shape of the ideal vector is (number of classes in 
the label, number of features). 

ii. Secondly, both the ideal vector and training sets are normalised between 0 and 1. 
iii. Thirdly, the similarity, S, between the feature and the ideal vector is calculated. 

 

𝑆(𝑥𝑗,𝑑, 𝑣𝑖,𝑑) = √(1 − |𝑥𝑗,𝑑𝑝 − 𝑣𝑖,𝑑𝑝|)
𝑝

           (1) 

 
Where:  
x = normalised training sets; 
v = normalised ideal vector; 
j = current iteration in m, and m = the number of rows in the data; 
i = current iteration in l, and l = the number of classes; 
d = current iteration in t, and t = number of features; and 
p = real number in the Minkowski distance formula, default is 1. 
 

iv. Next, the fuzzy entropy measures are performed. 
 

𝐻1(𝐴) = −∑ (𝜇𝐴(𝑥𝑗)𝑙𝑜𝑔𝜇𝐴(𝑥𝑗) + (1 − 𝜇𝐴(𝑥𝑗) log (1 − 𝜇𝐴(𝑥𝑗)))
𝑛
𝑗=1        (2) 

 

Where, 𝜇𝐴(𝑥𝑗) is a degree of membership of feature x in fuzzy set A. Fuzzy set A refers to a collection 

of elements or features, each of which is associated with a degree of membership that represents 
the extent to which the element belongs to the set. 
 

v. In this work, the degree of membership is replaced by the similarity value, 𝑆(𝑥𝑗,𝑑, 𝑣𝑖,𝑑). 

vi. Then, a rank is assigned to each feature based on its entropy value. The lower the entropy 
measure, the lower the randomness in the feature, and the more useful the feature. 

vii. Finally, the subsets for the first 100 ranks are selected from the training set.  
viii. The workflow of Pasi Luukka is illustrated in Figure 4. 
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Fig. 4. Pasi Luukka framework 

 

Algorithm 1: Pasi Luukka 

Input: 
Output: 
 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 

X_train (m, t), y_train (m,), number of filters (n) 
rank 
 
Begin. 
Initialise the number of rows (m), number of classes (l), number of features (t) 
Initialise ideal vector (l, t) 
For k in range l do: 
    Calculate mean feature values for each class and assign to ideal vector  
Initialise data_v (m, t) as features and data_c (m,) as label 
Normalise data_v and ideal vector between 0 and 1. 
Initialise sim (t, m, l) 
Concatenate data_v and data_c to form data (m, t+1) 
for j = 1 to m do 
    for i = 1 to t do 
        for k = 1 to l do 
            sim[i][j][k] = (1 - idealvec[k][i] ^p - data[j][i] ^p) ^(1-p) --- Eq. (1) 
        End for 
    End for 
End for  
Reshape sim (t, m*l) 
Calculate entropy, H using Eq. (2) taking sim variable as μA 
Sort H using magnitude in descending order.  
Return rank 

 
Metaheuristic algorithms have been employed to address intricate problems that are difficult to 

solve using traditional approaches by searching through the search space, guided by a fitness function 
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[45]. Metaheuristic algorithms can be classified into two categories: population-based and single-
based, depending on the strategies used for conducting searches. GA is one of the population-based 
metaheuristic algorithms based on the principles of natural evolution and natural selection. The GA 
comprises three primary operations: selection, crossover and mutation [46]. 

During the selection operation, the fittest chromosomes are chosen based on their fitness values, 
and these selected chromosomes are permitted to proceed to the next generation. This process 
ensures that the genetic traits associated with higher fitness have a higher chance of being inherited 
and propagated in subsequent generations. In the crossover operation, two selected individuals 
undergo a random exchange of genetic information at a crossover point, producing new offspring 
with a blend of traits from both parents. A mutation is used to maintain diversity within the 
population by introducing new genetic material that may not have been present in the original 
population. This can help prevent the population from becoming too homogenous and can also help 
to explore a wider range of potential solution [47]. 

The equation of the GA can be expressed by the Schema theorem [47]. The Schema theorem is 
used to understand and predict the evolution of a population of chromosomes in a GA. The Schema 
theorem also improves GA by obtaining a scheme with a higher fitness. 
 

𝑚𝐻(𝑖 + 1) = 𝐹𝐻(𝑖)𝑚𝐻(𝑖) [1 − 𝑝𝑐
𝑙𝐻

𝑙−1
] [(1 − 𝑝𝑚)

𝑂𝐻]         (3) 

 
The workflow of the GA method is shown below: 
 
i. Firstly, the parameters required by the GA are declared, such as the number of 

chromosomes, the maximum number of iterations, the crossover rate, and the mutation 
rate. 

ii. Secondly, the filtered data are taken from the Pasi Luukka filter as input prior to the 
initialisation of the position of chromosomes. The fitness of each chromosome is calculated 
and the best fitness is obtained. Note that the fitness function used is SVM. 

iii. Thirdly, a loop that iterates up to the maximum number of iterations is created. Within this 
loop, the number of crossovers is determined based on the crossover rate. If a randomly 
generated number is smaller than the crossover rate, the count of crossovers is 
incremented. 

iv. Next, inside another loop of the number of crossovers, a crossover was performed between 
the parents, P1 and P2. The parents are generated using probability from inverse fitness. Two 
new chromosomes, X1 and X2, are produced under the crossover process by exchanging the 
elements from the two parents. 

v. Then, mutation is applied randomly on chromosomes X1 and X2 based on the mutation rate. 
vi. The following step involves concentrating X1 and X2 into an offspring chromosome, Xnew. 
vii. Next, the fitness of each feature in Xnew is evaluated, and the best fitness and best feature 

subsets are updated. 
viii. Finally, the above steps are repeated until the while loop terminates, and the optimal 

features are now selected. 
 

Algorithm 2: Genetic Algorithm 

Input: 
 
 
Output: 

Number of chromosomes (N), the maximum number of iterations (T), crossover rate (CR), 
mutation rate (MR), lower bound, upper bound, threshold, x_train (m, t), y_train (m,) 
Index of best feature subset 
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1: 
2: 
3: 
4: 
5: 
6: 
7: 
8 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22: 
23: 
24: 
25: 
26: 
27: 
28: 
29: 
30: 

Begin. 
Initialise X (N, t) as chromosomes, t =0. 
for x in X: 
    Set the position of x to a random value between the lower bound and upper bound. 
End for 
for x in X: 
if (x > threshold) 
    Set the position of x to 1. 
Else Set the position of x to 0. 
End for 
Initialise fit (N, 1) to store fitness value 
for i in range N: 
         Evaluate fitness of X [i,:] 
         Update the best fitness 
         Update the best feature 
End for 
t+=1 
While (t < T): 
    for i in range(N): 
        if (random number < CR): 
            Increment the Number of cross over (Nc) by 1 
        End for 
Initialise parents, P1 (t,) and P2 (t,) using an inverse fitness function 
Initialise x1 (Nc, t) and x2 (Nc, t) 
Perform crossover on P1 and P2 and store results into x1 and x2 
Perform mutation in x1 and x2 
Merge x1 and x2 to produce offspring Xnew (2*Nc, t) 
for i in range 2*Nc: 
    Evaluate fitness of Xnew [i, :] 
    Update the best fitness 
    Update the best feature 
End for 
Update X as concatenaion of X and Xnew 
Update fitness as the concatenation of fit and best fitness 
End while 
Return index of best feature subset 

 
The operations of the Pasi Luukka filter and GA are discussed. The overall operation of the Pasi 

Luukka-GA + SVM hybrid method is shown below: 
 

i. First, the desired microarray dataset is loaded, and the data are split into x and y. 
ii. Secondly, the train test splitting is performed by taking x and y as inputs and setting the test 

size at 0.2 and the random state at 42. 
iii. Thirdly, the Pasi Luukka filter is applied by taking the number of filters of 100 to reduce the 

large number of features to 100 only. 
iv. Next, a GA wrapper is performed using the filtered training sets as input. 
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v. Then, the performance of the selected features is evaluated using the SVM classifier. 
vi. Finally, graphs of the “Convergence of Fitness over Iteration” and “Convergence of Number 

of Feature over Iteration” are drawn. 
 
The pseudocode form of the proposed Pasi Luukka-GA + SVM method is shown below: 
 

Algorithm 3: Pasi Luukka-GA + SVM 

Input: 
Output: 
 
1: 
2: 
3: 
4: 
 
5: 
6: 
7: 
 
 
8: 
9: 
10: 
11: 

Dataset (M, N+1) 
Classification accuracy, number of the selected feature, convergence graphs  
 
Begin. 
Initialise feature_x as features (M, N) from the dataset. 
Initialise label_y as label (M,) from the dataset. 
Split feature_x and label_x into training and testing sets (x_train, x_test, y_train, y_test) 
taking test size = 0.2, random state = 42 
Set the number of filters (n) as 100 
Apply Pasi Luukka filter on x_train to obtain x_train_luukka (0.8M, n) - Algorithm 1 
Declare parameters for GA:  
Number of chromosomes (N) = 200, maximum number of iterations (T) = 500, crossover 
rate (CR)= 0.8, mutation rate (MR) = 0.1, classifier = SVM 
Apply GA on x_train_luukka to obtain x_train_genetic - Algorithm 2  
Evaluate training accuracy of x_train_GA using SVM 
Obtain the index of selected genes. 
Plot the “Convergence of Classification Error over Iteration” and “Convergence of Number 
of Feature over Iteration” 

 
After obtaining the index of selected genes from the feature selection process, the symbol and 

official name of the gene can be further obtained from the list ID, as listed in the datasets. The 
procedures are shown below: 

 
i. Firstly, all indices obtained were increased by 1, as the index in coding starts from 0, while 

the dataset’s index starts from 1. 
ii. Secondly, search is done along the dataset to find the list ID for the match index. 

iii. Lastly, search for the gene’s details is done via; 1) the National Library of Medicine [48,49]; 
or 2) the Gene ID Conversion Tool by DAVID Bioinformatics Resources, NIAID/NIH [49]. 

iv. For the SRBCT dataset [50], the gene names can be accessed through several steps: 
v. Firstly, the postgenomic library and SRBCT dataset are loaded through R online compiler in 

the ‘Examples’ section on the dataset website: [51] 
vi. Next, the indices of obtained genes are inserted to the matrix ‘gene.names’ to find the exact 

gene names for each index. 
vii. The gene names are printed out and searched for the gene symbol and gene ID using gene 

names, as discussed in the above. 
 
In this paper, the SVM classifier is selected. SVMs are supervised machine learning algorithms 

specifically designed for classification tasks. They aim to identify the hyperplane in a high-
dimensional space that maximally separates different classes of data [52]. A hyperplane is a flat 
surface that divides a higher-dimensional space into two separate regions. 
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The reason for choosing SVM is due to fewer classification errors in the training data and better 
generalisation ability [53,54]. The hardware used in this study as in the following: 

 
i. Device brand: Acer 
ii. Processor: Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz 2.71 GHz 

iii. Installed RAM: 12.0 GB 
iv. System type 64-bit operating system, x64-based processor 

 
The software used in this research is: 
 

i. Code editor: Visual Studio Code 
ii. Programming language: Python 

 
3. Results and Discussion 
3.1 Dataset 

 
The datasets used in this paper are lung cancer II, leukaemia, SRBCT, CNS, AML-ALL-3C, AML-ALL-

4C and breast datasets. Lung, leukaemia, breast and CNS are binary-class, while lymphoma, ALL-AML-
3C, ALL-AML-4C and SRBCT are multiple classes. All of them are high-dimensionality microarray 
datasets containing samples from patients and these samples are classified into cancer classes using 
gene monitoring. All the datasets are found at https://csse.szu.edu.cn/staff/zhuzx/Datasets.html, 
while Leukaemia is available at https://zenodo.org/record/2709491#.Y_G1y3ZBzIV. Error! Reference 
source not found. lists the details such as classes, genes, samples and descriptions of the datasets 
used in this research. 
 

Table 1 
Description of the datasets used in this work 
Dataset Classes Genes Samples Descriptions 

SRBCT [50] 4 2308 83 A small-round-blue-cell tumour (SRBCT) from childhood 
Breast [55] 2 24481 97 From 97 breast cancer patients, 46 developed distant metastases, 

while the other 51 remained disease-free for at least five years after 
diagnosis. 

CNS [55] 2 7129 60 21 survivors and 39 treatment failures among 60 Central Nervous 
System (CNS) cancer patients. 

ALL–AML-3C 
[55] 

3 7129 72 AML, ALL B-cell, and ALL T-cell 

ALL–AML-4C 
[55] 

4 7129 72 AML-bone marrow, AML-peripheral blood, ALL B-cell, and T-cell. 

Lung cancer II 
[55] 

2 12533 181 Malignant Pleural Mesothelioma (MPM) and Adenocarcima (ADCA) of 
the lung 

Leukaemia 
[56] 

2 7129 72 Acute lymphoblastic leukaemia (AML) and acute myeloid leukaemia 
(ALL). 

Lymphoma 
[57] 

3 4026 62 Follicular Lymphoma (FL), Diffuse Large B-Cell Lymphoma (DLBCL), and 
Chronic Lymphocytic Leukaemia (CLL). 

 
3.2 Results 

 
The convergence graphs of the Pasi Luukka-GA + SVM method are presented in Figure 5 to Figure 

12. The convergence graphs visualise how the number of features and classification errors decrease 
with increased iterations. 

https://csse.szu.edu.cn/staff/zhuzx/Datasets.html
https://zenodo.org/record/2709491#.Y_G1y3ZBzIV
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(a) (b) 

Fig. 5. Convergence graphs on SRBCT [50] (a) The number of selected features over iterations (b) 
Classification error over iterations 

 

  
(a) (b) 

Fig. 6. Convergence graphs on Breast [55] (a) The number of selected features over iterations (b) 
Classification error over iterations 
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(a) (b) 

Fig. 7. Convergence graphs on CNS [55] (a) The number of selected features over iterations (b) Classification 
error over iterations 

 

  
(a) (b) 

Fig. 8. Convergence graphs on ALL-LMS-3C [55] (a) The number of selected features over iterations (b) 
Classification error over iterations 
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(a) (b) 

Fig. 9. Convergence graphs on ALL-AML-4C [55] (a) The number of selected features over iterations (b) 
Classification error over iterations 

 

  
(a) (b) 

Fig. 10. Convergence graphs on Lung Cancer II [55] (a) The number of selected features over iterations (b) 
Classification error over iterations 
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(a) (b) 

Fig. 11. Convergence graphs on Leukaemia [56] (a) The number of selected features over iterations (b) 
Classification error over iterations 

 

  
(a) (b) 

Fig. 12. Convergence graphs on Lymphoma [57] (a) The number of selected features over iterations (b) 
Classification error over iterations 

 
3.3 Number of Selected Genes 

 
Most of the genes’ list IDs are valid and can access via https://www.ncbi.nlm.nih.gov/ and 

https://david.ncifcrf.gov/conversion.jsp [49]. However, some genes don’t have gene ID and gene 
symbol, such as Contig40252_RC, namely, ‘UI-H-BI1-adt-g-06-0-UI.s1 NCI_CGAP_Sub3 Homo sapiens 
cDNA clone IMAGE:2718131 3', mRNA sequence’ in breast cancer dataset [55]. This is because the 
provided record describes a cDNA clone without specifying a particular gene associated with it. Table 
2 to Table 8 list the available selected genes from the datasets. 
 
 
 
 
 
 
 

https://www.ncbi.nlm.nih.gov/
https://david.ncifcrf.gov/conversion.jsp
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Table 2 
Details of selected genes of SRBCT dataset [50] 
No. Gene ID Gene Symbol Official Full Name 

51 6628 SNRPB small nuclear ribonucleoprotein polypeptides B and B1 
137  6566 SLC16A1 solute carrier family 16 (monocarboxylic acid transporters), member 1 
205  47 ACLY ATP citrate lyase 
544 1152 CKB creatine kinase B 
906  51741 WWOX WW domain-containing oxidoreductase 
1093  4609 MYC MYC proto-oncogene, bHLH transcription factor 
1167  1537 CYC1 cytochrome c-1 
1424  6392 SDHD succinate dehydrogenase complex subunit D 
1924  3566 IL4R interleukin 4 receptor 
1932  3159 HMGA1 high-mobility group (nonhistone chromosomal) protein isoforms I and Y 

 
Table 3 
Details of selected genes of Breast dataset [55] 
No. List ID Gene 

ID 
Gene 
Symbol 

Official Full Name 

2542 NM_012067 22977 AKR7A3 Homo sapiens aldo-keto reductase family 7 member A3 (AKR7A3), 
mRNA 

6214  NM_012429 23541 SEC14L2 Homo sapiens SEC14-like lipid binding 2 (SEC14L2), transcript variant 
1, mRNA 

8776 NM_006115 23532 PRAME Homo sapiens PRAME nuclear receptor transcriptional regulator 
(PRAME), transcript variant 1, mRNA 

11465  M29873 1556 CYP2B7P Cytochrome P450 family 2 subfamily B member 7, pseudogene 
12413  D86976 23526 ARHGAP45 Rho GTPase activating protein 45 
13152  NM_014668 9687 GREB1 Homo sapiens growth regulating estrogen receptor binding 1 

(GREB1), transcript variant a, mRNA 
13760  NM_015417 25876 SPEF1 Homo sapiens sperm flagellar 1 (SPEF1), mRNA 
18998  NM_000157 2629 GBA1 Homo sapiens glucosylceramidase beta 1 (GBA1), transcript variant 

1, mRNA 
19939  NM_017680 54829 ASPN Homo sapiens asporin (ASPN), transcript variant 1, mRNA 
21356 NM_001168 332 BIRC5 Homo sapiens baculoviral IAP repeat containing 5 (BIRC5), transcript 

variant 1, mRNA 

 
Table 4 
Details of selected genes of CNS dataset [55] 
No. List ID Gene 

ID 
Gene 
Symbol 

Official Full Name 

1057 J02854_at 10398 MYL9 myosin light chain 9 
1112 J04444_at 1537 CYC1 cytochrome c1 
1151 J05459_at 2947 GSTM3 glutathione S-transferase mu 3 
1480 L33842_rna1_at 3615 IMPDH2 inosine monophosphate dehydrogenase 2 
1719 M14200_rna1_at 1622 DBI diazepam binding inhibitor, acyl-CoA binding protein 
3210 U43328_at 1404 HAPLN1 hyaluronan and proteoglycan link protein 1 
3587 U66619_at 6604 SMARCD3 SWI/SNF related, matrix associated, actin dependent regulator of 

chromatin, subfamily d, member 3 
3605 U67963_at 11343 MGLL monoglyceride lipase 
4028 X02152_at 3939 LDHA lactate dehydrogenase A 
4246 X52966_at 6165 RPL35A ribosomal protein L35a 
4247 X53331_at 4256 MGP matrix Gla protein 
4778 X90840_at 547 KIF1A kinesin family member 1A 
4794 X91504_at 10139 ARFRP1 ADP ribosylation factor related protein 1 
5057 Z12830_at 6745 SSR1 signal sequence receptor subunit 1 
5096 Z25749_rna1_at 6201 RPS7 ribosomal protein S7 
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5956 J03077_s_at 5660 PSAP prosaposin 
6035 Z31560_s_at 6657 SOX2 SRY-box transcription factor 2 
7098 M31667_f_at 1544 CYP1A2 cytochrome P450 family 1 subfamily A member 2 

 
Table 5 
Details of selected genes of ALL-AML-3C dataset [55] 
No. List ID Gene ID Gene Symbol Official Full Name 

332 D28423_at 6428 SRSF3 serine and arginine rich splicing factor 3 
1207  L05148_at 7535 ZAP70 zeta chain of T cell receptor associated protein kinase 70 
1350  L16991_at 1841 DTYMK deoxythymidylate kinase 
1843  M24351_cds2_at 5744 PTHLH parathyroid hormone like hormone 
2131  M63488_at 6117 RPA1 replication protein A1 
2156  M64595_at 5880 RAC2 Rac family small GTPase 2 
2297  M85220_at 3492 IGH immunoglobulin heavy locus 
2456  S66793_at 407 ARR3 arrestin 3 
2666  U07358_at 7786 MAP3K12 mitogen-activated protein kinase kinase kinase 12 
2907  U20979_at 10036 CHAF1A chromatin assembly factor 1 subunit A 
3096 U35451_at 10951 CBX1 chromobox 1 
3454  U58970_at 10953 TOMM34 translocase of outer mitochondrial membrane 34 
3896  U87972_at 3420 IDH3B isocitrate dehydrogenase (NAD(+)) 3 non-catalytic subunit beta 
4161  X15218_at 6497 SKI SKI proto-oncogene 

 
Table 6 
Details of selected genes of ALL-AML-4C dataset [55] 
No. List ID Gene ID Gene Symbol Official Full Name 

1339 L15388_at 2869 GRK5 G protein-coupled receptor kinase 5 
1365 L19267_at 1762 DMWD DM1 locus, WD repeat containing 
1489 L34409_at 7468 NSD2 nuclear receptor binding SET domain protein 2 
1805 M21389_at 3852 KRT5 keratin 5 
2720 U09770_at 1396 CRIP1 cysteine rich protein 1 
3469 U59878_at 10981 RAB32 RAB32, member RAS oncogene family 
3969 U93049_at 2533 FYB1 FYN binding protein 1 
4076 X05299_at 1059 CENPB centromere protein B 
4208 X51417_at 2103 ESRRB estrogen related receptor beta 
4847 X95735_at 7791 ZYX zyxin 
4882  X98172_at 841 CASP8 caspase 8 
4928 Y00062_at 5788 PTPRC protein tyrosine phosphatase receptor type C 
4943 Y00796_at 3683 ITGAL integrin subunit alpha L 

 
Table 7 
Details of selected genes of Lung cancer II dataset [55] 
No. List ID Gene 

ID 
Gene 
Symbol 

Official Full Name 

2841 37070_at 4359 MPZ myelin protein zero 
3191  37848_at 8496 PPFIBP1 PPFIA binding protein 1 
4793  32655_s_at 10902 BRD8 bromodomain containing 8 
6779  39430_at 8658 TNKS tankyrase 
6944  40074_at 10797 MTHFD2 methylenetetrahydrofolate dehydrogenase (NADP+ dependent) 2, 

methenyltetrahydrofolate cyclohydrolase 
7149  40518_at 5788 PTPRC protein tyrosine phosphatase receptor type C 
8014  34372_at 10075 HUWE1 HECT, UBA and WWE domain containing E3 ubiquitin protein ligase 1 
8084  34801_at 9924 PAN2 poly(A) specific ribonuclease subunit PAN2 
8531  36207_at 6397 SEC14L1 SEC14 like lipid binding 1 
9134  38368_at 10902 BRD8 bromodomain containing 8 
9366  38839_at 5217 PFN2 profilin 2 
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9937  40607_at 1808 DPYSL2 dihydropyrimidinase like 2 
11877  835_at 11333 PDAP1 PDGFA associated protein 1 
12374 318_at 8971 H1-10 H1.10 linker histone 

 
Table 8 
Details of selected genes of Leukaemia dataset [56] 
No. List ID Gene ID Gene Symbol Official Full Name 

485  D50913_at 23203 PMPCA peptidase, mitochondrial processing subunit alpha 
1058 J02874_at 2167 FABP4 fatty acid binding protein 4 
1144  J05243_at 6709 SPTAN1 spectrin alpha, non-erythrocytic 1 
1540  L38616_at 9577 BABAM2 BRISC and BRCA1 A complex member 2 
1687 M11749_at 7070 THY1 Thy-1 cell surface antigen 
2290  M84711_at 6189 RPS3A ribosomal protein S3A 
2707  U09411_at 7691 ZNF132 zinc finger protein 132 
3036  U31628_at 3601 IL15RA interleukin 15 receptor subunit alpha 
3085  U34879_rna1_at 3292 HSD17B1 hydroxysteroid 17-beta dehydrogenase 1 
3993  U96113_at 11059 WWP1 WW domain containing E3 ubiquitin protein ligase 1 
4023  X01059_at 2796 GNRH1 gonadotropin releasing hormone 1 
5091  Z24680_at 2615 LRRC32 leucine rich repeat containing 32 
5372 S69369_at 5077 PAX3 paired box 3 

 
Therefore, no gene ID or gene symbol can be derived from this information and these genes will 

be excluded from the tables. For the Lymphoma dataset [57], the gene’s information was failed to be 
retrieved due to invalid gene list IDs which are GENE2538X, GENE2356X, GENE717X, GENE1611X, 
GENE1625X, GENE1519X and GENE30X. 
 
4. Discussions 

  
The objective of feature selection in DNA microarray analysis is to attain a high level of 

classification accuracy while simultaneously reducing the number of features chosen from the 
dataset. Thus, a high-performance feature selection method could accurately identify the most 
informative genes that significantly contribute to the classification performance while removing the 
irrelevant genes. 

From Table 9, the proposed method, Pasi Luukka-GA + SVM, has a higher classification accuracy 
(0.9000) and a smaller number of selected features (18), compared to the current method, SU-HSA + 
NB hybrid method [58], at (0.8439 and 25) when performed in Breast cancer dataset [55]. The 
proposed method also performs better in the CNS dataset [55] than the SU-HSA + NB method [58] in 
terms of accuracy (0.9167) and the number of selected features (20). 

For the Leukaemia dataset [56], the Pasi Luukka-GA + SVM and the Pasi Luukka-AltWOA + SVM 
[29] methods have reached the same accuracy (1.0000), but the proposed method has a significantly 
smaller number of features of 14 compared to 30. In comparison to ICA-ABC + NB [59] in the Lung 
Cancer II dataset [55], the proposed method in this study selected a smaller set of features (15) 
compared to 24, while achieving a similar classification accuracy of around 0.92.  

For multiple class datasets such as ALL-AML-3C [55], when comparing SU-HSA + NB [58] to the 
proposed method in this work, research results show that the method used in this work has a lower 
accuracy (0.9333) than SU-HSA + NB (1.0000), and has a slightly lower number of selected features 
(23 compared to 25). The proposed method also has achieved a lower number of the selected 
features of 19 than 22 of the SU-HSA + NB method [58], but the classification accuracy is lower in the 
ALL-AML-4C dataset [55]. 
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However, the Pasi Luukka-GA + SVM significantly performs in the lymphoma dataset [57] among 
the 4 methods, having the highest accuracy of 100% and the least number of selected features of 7. 
Lastly, the proposed method in this study achieved 100% accuracy and select 15 features from the 
SRBCT dataset [50], which has the best performance among the compared methods. 

Overall, the Pasi Luukka-GA + SVM method performs well in the binary-class datasets, in terms of 
both classification accuracy and the number of selected features. However, on some multiple-class 
datasets, the Pasi Luukka-GA + SVM method may have slightly lower accuracy, but it generally 
performs well in selecting the optimal subset of genes. For all datasets, the Pasi Luukka has achieved 
more than 90% and even obtained 100% for leukaemia, lymphoma, and SRBCT datasets. The Pasi 
Luukka-GA + SVM method shows superior performance in reducing the number of features, as it 
selects the least number of features compared to all other methods on all datasets. 

The proposed hybrid feature selection method can be improved in the filter method used. The 
creator of the Pasi Luukka method has proposed an advanced method on the base of the Pasi Luukka 
method or feature selection with a similarity classifier and entropy measures, namely, Fuzzy 
Similarity and Entropy measure (FSAE) feature selection [41]. The FSAE method calculates the scaled 
entropy based on the scaling factor determined from the difference between class means. The 
introduced method has overcome the deficiency and higher accuracy. Pasi Luukka-GA + SVM is 
implemented on the datasets mentioned in section 3.1. As a result, a comparison of the accuracy and 
number of selected feature subsets is presented in Table 9. 
 
Table 9 
Comparison of Pasi Luukka-GA + SVM with existing methods 
Datasets 
used 

Reference Filter Wrapper Classifier Training 
Accuracy 

Classification 
Accuracy 

No. of 
selected 
genes 

SRBCT [50] Jain et al., 
[61] 

Correlation-based 
Feature Selection 
(CFS) 

Particle Swarm 
Optimization (PSO) 

NB - 1.0000 37 

 Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 0.9989 34 

 Proposed 
Method 

Pasi Luukka GA SVM 1.0000 1.0000 15 

Breast [55] Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 0.8439 25 

 Proposed 
Method 

Pasi Luukka Genetic Algorithm (GA) SVM 0.9091 0.9000 18 
 

CNS [55] Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 0.8244 32 

 Proposed 
Method 

Pasi Luukka GA SVM 0.8542 0.9167 20 

ALL-AML-3C 
[55] 

Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 1.0000 25 

 Proposed 
Method 

Pasi Luukka GA SVM 0.9474 0.9333 23 

ALL-AML-4C 
[55] 

Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 0.9743 22 

 Proposed 
Method 

Pasi Luukka GA SVM 0.9474 0.9333 19 

Lung cancer 
II [55] 

Aziz et al., 
[59] 

Independent 
component analysis 
(ICA) 

Artificial Bee Colony 
(ABC) 

NB - 0.9245 24 
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 Proposed 
method 

Pasi Luukka GA SVM 0.9383 0.9268 15 

Leukaemia 
[56]  

Kundu et al., 
[29] 

Pasi Luukka Altruistic Whale 
Optimization Algorithm 
(AltWOA) 

SVM - 1.0000 30 

 Proposed 
method 

Pasi Luukka GA SVM 1.0000 1.0000 14 

Lymphoma 
[57] 

Moradi et 
al., [60] 

Probabilistic random 
function 

Particle Swarm 
Optimization 

KNN - 0.8771 50 

 Jain et al., 
[61] 

Correlation-based 
Feature Selection 
(CFS) 

Particle Swarm 
Optimization (PSO) 

NB - 1.0000 24 

 Shreem et 
al., [58] 

Symmetrical 
Uncertainty (SU) 

Harmony Search 
Algorithm (HSA) 

NB - 1.0000 10 

 Proposed 
Method 

Pasi Luukka GA SVM 1.0000 1.0000 7 

   
5. Conclusions 

 
In conclusion, the Pasi Luukka-GA + SVM is a newly proposed hybrid feature selection method 

that outperforms all the compared methods on all datasets. This study shows that the Pasi Luukka-
GA + SVM is a promising approach in the feature selection process in DNA microarray analysis.  The 
method only focused on the mention method and parameter. Therefore, this study provides a 
room/improvement for future research, enabling further advancements and refinement in the field 
by the scientific community/other researchers. 
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