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Air pollutant concentration in Malaysia is continuously monitored using the 
Continuous Ambient Air Quality Machine (CAAQM). During the observation phase by 
CAAQM, some air pollutant datasets were detected missing due to machine failure, 
maintenance, position changes and human error. Incomplete datasets especially with 
the longer gaps of consecutive missing observation may lead to several significant 
problems including loss of efficiency, difficulties in using some computational software 
and bias estimation due to differences of observed and predicted dataset. This study 
aim evaluates the performance of the time series method i.e. Auto Regression 
Integrated Moving Average (ARIMA) for filling long hours of missing data in an air 
pollution dataset. The dataset of PM10, SO2, NO2, O3, CO, wind speed, relative humidity 
and ambient temperature for Pegoh and Kota Kinabalu in 2018 were used for analysis. 
Monte Carlo Markov Chain (MCMC) and Expectation-Maximization (EM) were 
employed to compare with ARIMA's effectiveness in filling the simulated missing gaps 
in air quality dataset. Existing missing data in the raw data were pre-treated and then 
simulated into 5%, 10% and 15% of missing data ranging from 24-hour to 120-hour 
intervals. The performance of the imputation approach was assessed using Mean 
Absolute Error (MAE), Root Mean Square Error (RMSE), Prediction Accuracy (PA) and 
Index of Agreement (IA). Overall, the Expectation-Maximization technique was 
selected the most effective at filling in simulated long gaps of missing data of air 
pollutant dataset with the range of IA from 0.74 to 0.77. In contrast, the ARIMA 
approach performed poorly in this research with range of IA value of 0.44 to 0.48. This 
was because of it requires past time-series data to generalize a forecast or impute 
missing data, hence, the forecast becomes a straight line and performed poorly at 
predicting series with long hours of missing observation.  
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1. Introduction 
 
Ambient air quality monitoring station is set to monitor ambient air quality; if there is a significant 

change in air quality level, the public should be alerted. In Malaysia, Department of Environment, 
Malaysia has setup 65 Continuous Air Quality Monitoring Stations (CAAQMS) and these stations 
require routine maintenance to make sure that the accuracy of the measured air pollutant 
concentration are reliable. However, maintenance procedures will render the station's air pollution 
data incomplete [1]. According to Guarnaccia et al., [2], air pollution data might be missing due to 
excessive uncontrolled factors, such as device malfunction, maintenance or repair and calibration. As 
complete and continuous data are required for numerous mathematical analyses, such as time series, 
principal component analysis (PCA) and multivariate analysis, missing data might be troublesome [2-
4].  

Accurate prediction has always been hampered by missing values in the dataset. This may result 
in a misleading understanding of the air pollution scenario. Each problem may have a limited number 
of incomplete solutions; however, the missing details may vary [5]. Simple missing data or short gaps 
missing data can be easily treated using a simple imputation method. However, treating the data for 
long gaps in missing data is more complex. More missing data mean more critical data is absent from 
the data and such gaps are often the only sign of a massive change in the data series. Other possible 
consequences of long gaps in missing data include a decrease in the sample size and statistical power 
and a decrease in the precision and accuracy of parameter estimations [6]. Loss of accuracy results 
in incorrect conclusions or skewed judgments regarding outcomes and relationships of interest 
decreased precision of estimates resulting in decreased performance of confidence intervals and 
rising standard errors. Therefore, randomly assuming the long gaps of missing data appears risky. 

The most common way to deal with missing data in a dataset is to delete those data points, also 
called listwise deletion. According to Little et al., [7], eliminating missing values using the deletion 
approach might add considerable bias to the study. In addition to the deletion approach, single 
imputation fills in the exact value for each missing item with single imputation. Only one estimate is 
substituted for each missing item in single imputation [8]. Mean substitution is a common single 
imputation technique because of its simplicity. The mean imputation method estimates the missing 
value by substituting it with the mean value of each variable on the relevant missing variables [9]. 
Moshenberg et al., [1] stated that the mean imputation understates the variance in the dataset and 
can change any other chemometric study based on the dataset. Furthermore, this strategy might 
result in bias and huge inaccuracies.  

In other hand, Multiple Imputation (MI) imputed every missing observation in the dataset 
multiple to build a complete dataset. MI was developed in response to the limitations of single 
imputation approaches for dealing with nonresponse in surveys, where the inferences based on MI 
enable us to reflect the uncertainty in the missing data [7]. Though, MI is not limited to survey analysis 
and may be used in any scenario to impute missing data [10]. There are various MI methods available, 
but the Markov Chain Monte Carlo (MCMC) approach is the most used in statistical software.  

Another well-known method is Expectation Maximize (EM); it is common practice in data analysis 
to utilize EM as a means of dealing with missing data. Indeed, EM overcomes some of the limitations 
of other techniques, such as mean substitution or regression substitution [11]. Numerous imputation 
methods can fill in missing data in air pollution datasets [12]. Moshenberg et al., [1] stated that the 
missing gaps duration and the type of study must be considered while selecting the best imputation 
method. Therefore, this work attempt on applying time series methods to fill in the long gaps of 
simulated missing observations in an air quality dataset. The performance of the time series method 
was evaluated and compared with MI and EM using performance measure. Reliable imputation 
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method is important in ensuring high quality dataset, hence further analysis carried out using the 
dataset are not bias. 
 
2. Methodology  
2.1 Air Pollutant Dataset 

 
In this study, hourly measurement records of eight parameters of air quality in 2018 were 

acquired from the Department of Environment, Malaysia. There were two locations selected for this 
study i.e. Pegoh, Perak and Kota Kinabalu, Sabah. Table 1 describes the air pollutants parameters 
with the measurement unit.  

Table 1 
Air pollutants parameters and the 
measurement units 
Parameters Symbol Unit 

Particulate Matter PM10 µg/m3 
Sulphur Dioxide SO2 ppm 
Nitrogen Dioxide NO2 ppm 
Ozone O3 ppm 
Carbon monoxide CO ppm 
Windspeed WS m/s 
Relative Humidity RH % 
Ambient Temperature T °C 

 
2.2 Data Pre-Treatment 

 
In this study, the raw data was undergone pre-treatment first due to missing data in the dataset. 

This raw data must be treated first to obtain complete data before simulating the data into three 
different percentages of missingness. This raw data was treated using linear interpolation. In most 
air pollution data, linear interpolation is the most common imputation method to treat or impute the 
short gaps in missing data in the air pollution dataset [9]. Linear interpolation means estimating a 
missing value by connecting points in ascending order on a straight line. The linear interpolation 
function's Eq. (1) is [13]:  

 

𝑓(𝑥) = 𝑓(𝑥)0 +
𝑓(𝑥)1− 𝑓(𝑥)0

𝑥1− 𝑥0 
(𝑥 −  𝑥0 )          (1) 

 
2.3 Simulation of Missing Data 

 
The simulation of missing data mainly aims to investigate the efficiency of the time series method 

used in this study. The simulation data were divided into three groups of missing percentages: 5, 10 
and 15%. The simulated dataset was used to compare the performances of the three individual 
imputation methods. The range of missing hours used in this study is (24 hours < L < 120 hours) which 
considered as long interval of missing observations in Malaysia air quality dataset [14]. The real goal 
is to assess time series method in imputing long-hour missing data gaps. Other methods such as 
Expectation Maximize and Multiple Imputation - Markov Chain Monte Carlo were used to compare 
the efficiency of time series method i.e. ARIMA. The simulations of the missing data are performed 
using the statistical software SPSS, E-views and Microsoft Excel for Windows.  
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2.4 Imputation Method 
2.4.1 Time series method - ARIMA 

 
Autoregressive Integrated Moving Average (ARIMA) is one of the most used time series 

forecasting model. Using the Box-Jenkins ARIMA model, the forecasting trend was generated by 
modelling the time series behaviour. ARIMA is based on the idea that the information in the past 
values of the time series can alone be used to predict the future values [15]. A four-step iterative 
procedure was utilized in this study's methodology. In the first stage, the historical data are utilized 
to identify an appropriate Box-Jenkins model provisionally. It is then followed by the estimation of 
the model's parameters. After that, a diagnostic check must be performed to ensure that the 
detected model is adequate before deciding on the finest one. If the model is insufficient, a new one 
should be found. It is then used to calculate the value of a time series forecast [16]. 

It is possible to anticipate the next few points in time using the AR(p) model because of the 
correlation between time series variables, which is why this model is named AR(p) [17]. 

 
Yt = Єt + ꞵ1 Yt-1 + ꞵ2 Yt-2 + ··· + ꞵp Yt-p           (2)  

 
AR model can be replaced with the lower order MA(q) model in this case [15]: 
 

Yt = Єt + ꞵ1 Yt-1              (3)
   

It is essential to determine the best ARIMA order (p, d, q) and seasonal ARIMA order for air 
pollution prediction (P, D, Q, S). Using the grid search approach, different combinations of 
parameters can be tested iteratively. Firstly, the time series dataset was checked whether or not the 
time series is stationary. Time series line graph, scatter plot, autocorrelation function and partial 
autocorrelation function graphs are utilised to determine stationarity [18]. Typically, the unit root of 
Augmented Dickey-Fuller (ADF) is used to assess the variance, trend and seasonal variation and 
identify stationarity. The ARIMA model's autocorrelation coefficient (ACF) and partial autocorrelation 
coefficient (PACF) are determined using the autocorrelation order “p” and moving average order “q”. 
The autocorrelation and partial autocorrelation graphs are used to determine the number of 
autocorrelation coefficients and partial autocorrelation coefficients with a degree of statistical 
significance that is highly significant. The approximate sequence model can be chosen in this phase—
tests for diagnosis and improvement [18]: 

 
i. Selecting the model with the most significant terms (p-values 0.05) is necessary to ensure the 

optimal model selection. 
ii. SigmaSQ: a volatility measure. The smallest option was chosen. 

iii. Log Likelihood: Since we are trying to maximise the log-likelihood function, the largest number 
was chosen. (The largest value is the least negative) 

iv. Model selection criteria: The design with the smallest Akaike, Schwarz and Hannan-Quinn was 
chosen. 

 
If the model does not satisfy the step's requirements, reselect, generate several models and 

select the optimal model from all the test-fitted models. 
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2.4.2 Expectation-maximization (EM) 
 
The EM approach replaces missing data with the value obtained from estimating the parameters 

of an incomplete data set by maximizing the probability of known data. EM requires the training 
dataset to be completed, e.g. all relevant interacting random variables are present. This method 
consists of two steps: prediction and estimation by iterative calculation [19]. Given data X and initial 
parameter ⊝𝑡. For completing the “Expectation” part, assume a hidden variable Y, where Y is 
distributed on current knowledge (X and ⊝𝑡 i.e. 𝑝(𝑌|𝑋,⊝𝑡)). The expectation of the joint likelihood 
under this distribution (Q function) was computed according to this [19]: 

 
The E-Step: 𝑄(𝜃𝑡, 𝜃𝑡+1) = 𝐸𝑌|𝑋,𝜃𝑡[𝐿(𝑋, 𝑌|𝜃𝑡+1)]          (4) 

 
The conditional expectation w.r.t. a random variable is a function on the range of Y, which is the 

desired parameter to be determined i.e. ⊝𝑡+1 was maximize until the iteration of E-Step and M-Step 
were converged.  

 
M-Step: ⊝𝑡+1= 𝑎𝑟𝑔𝑚𝑎𝑥⊝[𝑄𝑡(⊝) + 𝑙𝑜𝑔𝑃(⊝)]                     (5) 

 
In this study, IBM SPSS Version 22 was used to perform EM following the procedures as listed 

below: 
 

i. The mean, variance and covariance are estimated from the whole data on an individual basis. 
ii. Maximum likelihood algorithms are used to estimate regression equations that tie each 

variable and construct the formula. The formula is used to estimate missing values. 
 

2.4.3 Markov Chain Monte Carlo (MCMC) 
 
Multiple imputation was performed using the MCMC method due to the assumption of 

multivariate normality. MCMC is a sequence of random variables whose distributions depend on the 
value of the previous variable [20]. MCMC is a simulation technique that can be used to determine 
and sample from the posterior function. A Markov Chain is a stochastic process that generate random 
variables, X1, X2, …, Xt where the distribution [20]: 

 
𝑃(𝑋𝑡|𝑋1, 𝑋2, ⋯ , 𝑋𝑡−1) = (𝑋𝑡|𝑋𝑡−1)           (6) 

 
i.e. the distribution of the next random variables depends only on the current random variable. 

Xi is typically highly correlated; thus, each sample is not an independent draw from the posterior. In 
this study, MCMC was computed using IBM SPSS software (Vers. 22). 

 
2.5 Performance Indicators 

 
The imputation methods were evaluated using four performance indicators namely Prediction 

Accuracy (PA), Index of Agreement (IA), Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE). Table 2 shows the formulae of the performance indicators and their best fit. 
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Table 2 
Performance indicators [6] 
Performance Indicator Formula Best Fit 

Prediction Accuracy (PA) 
PA = ∑

[(𝑃𝜄− Ṗ)(𝑂𝜄− Ō)

(𝑁−1)𝜎ₚ𝜎ₒ

𝑁

𝑖=1
 

Close to 1 

Index of Agreement (IA) 
IA = 1 - [

∑ (𝑃𝜄−𝑂𝜄)²𝑁
𝑖=𝑁

∑ (|𝑃𝜄−Ō|+ |𝑂𝜄−Ō|)²𝑁
𝑖=𝑁

] 
Close to 1 

Mean Absolute Error (MAE) MAE = 
1

𝑁
∑ |𝑃𝜄 − 𝑂𝜄|𝑁

𝑖=1  Close to 0 

Root Mean Square Error (RMSE) 
RMSE = √(

1

𝑁
∑ |𝑃𝜄 − 𝑂𝜄|𝑁

𝑖=1 ) 
Close to 0 

 
Where,  
N = Number of imputations  
Oi = Observed data points  
Pi = Imputed data points  
Ṗ = Average of imputed data 
Ō = Average of observed data 
σₒ = Population standard deviation of the observed data 
σₚ = Population standard deviation of the imputed data 

 
3. Results  
3.1 Air Pollutant Dataset 

 
Tables 3 and 4 shows the percentages of missing data in air pollutant dataset in Pegoh and Kota 

Kinabalu respectively. From Tables 3 and 4, the majority of missing gaps was 1 hour for both Pegoh 
and Kota Kinabalu, constituting 23.78 and 18.45% of the overall percentages of missing observation 
for Pegoh and Kota Kinabalu, respectively. The longest gap for Pegoh was 24 hours and for Kota 
Kinabalu, was 31 hours.  

 
Table 3 
Percentages of missing data gaps for Pegoh, Perak 
Length of Gap (Hour) Percentage of missing data (%) Total Percentage (%) 

PM10 SO2 NO2 O3 CO WS RH AT 

1 22.2 68.7 78.0 77.3 73.1 9.6 2.2 2.9 23.8 
2 6.9 18.9 2.2 4.4 4.4 1.9 2.2 1.4 3.0 
3 – 9  38.9 35.9 14.5 12.9 16.8 12.5 10.9 16.4 15.9 
10 – 17  9.0 10.4 3.2 5.5 5.7 30.8 34.8 32.9 26.5 
18 – 24  13.2 - - - - 41.4 45.7 30.0 30.8 

Total 100 

 
Table 4 
Percentages of missing data gaps for Kota Kinabalu, Sabah 

Length of Gap (Hours) Percentage of missing data (%) Total Percentage (%) 

PM10 SO2 NO2 O3 CO WS RH AT 

1 22.6 7.2 78.1 95.5 54.6 11.8 26.1 4.5 18.5 

2 19.6 61.1 10.0 1.4 6.5 2.6 - - 8.3 

3 – 12  50.0 20.4 11.9 2.9 19.3 63.2 73.9 11.0 31.0 

13 – 22  11.8 3.6 - - 8.4 - - 22.6 21.3 

23 – 31  10.5 5.1 - - 11.9 - - 61.9 20.9 

Total 100 
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3.2 Simulated Missing Data 
 
The percentage of simulated missing gaps for Pegoh and Kota Kinabalu's simulated are shown in 

Table 5. The gaps in the simulated missing data ranged from 24 hours to 120 hours and the 
percentage of missing data was simulated as 5, 10 and 15%. For 5% simulated missing data pattern 
in Pegoh, the most extensive distribution of missing gaps was roughly 35.97% of mean gaps for 72 to 
96 hours, while the lowest distribution was 16.31% for 96 to 120 hours. For 10% simulated missing 
data patterns in Pegoh, the largest percentage of missing gaps was 36.88% for 72 to 96 hours of 
missing data and the lowest percentage was 13.23% for 24 to 48 hours of missing data. For 15% 
simulated missing data in Pegoh, the largest percentage of simulated missing data is 39.89% at 96 to 
120 hours, while the lowest percentage is 15.23% for 24 to 48 hours. The distribution of gaps (5%, 
10% and 15%) for the overall percentages of missing data for Pegoh and Kota Kinabalu was generally 
identical. The biggest distribution of missing gaps for Pegoh was around 31.94% of total percentages 
for the 72 to 96 hours gap and approximately 16.68% for the 24 to 48 hours gap. Kota Kinabalu had 
the highest and lowest percentages of simulated missing gaps of 33.67% and 15.82% for 96 to 120 
hours, respectively.  
 

Table 5 
Percentages of length of gap simulated missing data in Pegoh and Kota Kinabalu 
Length of Gap (Hour) Place Percentage of Simulated Missing Data Mean (%) Total Percentage (%) 

5% 10% 15% 

24 ≤ L ≤ 48 P 
KK 

22.78 
18.84 

13.23 
16.46 

14.04 
12.16 

15.23 
14.95 

16.68 
15.82 

48 < L ≤ 72 P 
KK 

24.94 
21.03 

16.21 
21.48 

23.10 
20.38 

21.11 
20.89 

21.42 
20.96 

72 < L ≤ 96 P 
KK 

35.97 
30.13 

36.88 
30.99 

22.96 
27.53 

29.77 
29.23 

31.94 
29.55 

96 < L ≤ 120 P 
KK 

16.31 
30.00 

33.68 
31.08 

39.89 
39.93 

33.89 
34.93 

29.96 
33.67 

Total P 
KK 

100 
100 

100 
100 

100 
100 

100 
100 

100 
100 

Note: P = Pegoh, Perak and KK = Kota Kinabalu, Sabah 

 
3.3 ARIMA Model 

 
Everything outside the Partial Auto-Correlation Function (PACF) plot's perimeter or boundary 

indicates the order of the Auto Regression (AR) model. Usually, AR "p" has a fixed value throughout 
the data. In this study, all AR values are 1, as shown in Table 6. For the value of Integrated (I) “d”, it 
is always constant which value 1 throughout the series. Moving average (MA) is similar to choosing 
"p" for the AR model. In order to determine the correct "q" order for the MA model, all values outside 
the boundary must be analysed. Unlike the AR model, we may pick the order "q" for the MA (q) model 
from the ACF if this plot has a sharp cut-off after lag "q." The PACF plot decays more slowly, which is 
evidence of the MA process [15]. 

Analysing the Auto-Correlation Function (ACF) and PACF graphs to determine the proper "p" and 
"q" sequence for the ARIMA model can be tedious and challenging. An objective function that 
measures model performance on cross-validation is necessary to discover the best possible 
combination of p and q for a given situation [15].  
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Table 6 
Value of "AR", "I" and "MA" based on ACF and PACF 
Percentage of the 
Simulated Missing Data 

Parameter Pegoh Kota Kinabalu 

AR “p” I “d” MA “q” AR “p” I “d” MA “q” 

5% PM10 1 1 4 1 1 8 
 SO2 1 1 6 1 1 8 
 NO2 1 1 4 1 1 6 
 O3 1 1 4 1 1 4 
 CO 1 1 7 1 1 5 
 WS 1 1 9 1 1 12 
 RH 1 1 10 1 1 9 
 AT 1 1 3 1 1 3 

10% PM10 1 1 4 1 1 7 
 SO2 1 1 7 1 1 8 
 NO2 1 1 3 1 1 8 
 O3 1 1 4 1 1 5 
 CO 1 1 7 1 1 7 
 WS 1 1 8 1 1 10 
 RH 1 1 9 1 1 7 
 AT 1 1 5 1 1 2 

15% PM10 1 1 5 1 1 6 
 SO2 1 1 9 1 1 9 
 NO2 1 1 5 1 1 11 
 O3 1 1 5 1 1 4 
 CO 1 1 5 1 1 4 
 WS 1 1 7 1 1 7 
 RH 1 1 10 1 1 6 
 AT 1 1 10 1 1 4 

 

3.4 Performances of the Imputation Methods 
 
Table 7 illustrates the performance indicators of the three imputation methods (EM, MCMC and 

ARIMA) for 5, 10 and 15% simulated missing data in Pegoh and Kota Kinabalu. For 5% missing data, 
index of agreement (IA) calculated for EM reveals a greater performance compared to other methods 
with the values of IA ranging from 0.48 to 0.94. Meteorological data (Wind Speed, Relative Humidity 
and Ambient Temperature) has the highest value of IA compared to other parameters. IA value for 
ambient temperature is the highest compared to the other air pollutants. ARIMA performed better 
for filling the 5%-simulated missing dataset of SO2 data.  

EM was selected as the best way to fill in the 10%-simulated missing dataset for Pegoh and Kota 
Kinabalu (Table 5). It can be proved by the calculated values of Mean Absolute Error (MAE) that 
indicated lesser error value in the EM imputation approach ranging from 0 to 9.5 if compared to other 
methods. ARIMA shows the moderate performance for predicting 10%-simulated missing dataset 
with the range of MAE values of 0 to 13.1. MCMC performs slightly less accurate compared to ARIMA 
with the values of MAE ranging from 0 to 15.7. However, if comparing the values of IA for MCMC and 
ARIMA, MCMC outperformed with the range of 0.41 to 0.93 whereas for ARIMA, the values ranging 
from 0.29 to 0.79.  

Meanwhile for 15%-simulated missing data, the Root Mean Square Error (RMSE) values for EM 
are the lowest compared to other imputation methods. Generally, higher error was calculated for 
higher percentage of simulated missing data for all imputation methods. EM gives the least error 
with the range of RMSE of 0 to 17.1. MCMC and ARIMA perform moderately with the values of RMSE 
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ranging from 0 to 21. This result was similar to Sukatis et al., [21] that reported EM was the best 
method for filling both short and long gaps of missing dataset for air pollutant measurement records. 

Figure 1 shows a ranking model for all imputation methods based on calculated Prediction 
Accuracy (PA) values for all parameters. From the figure, it was clearly seen EM method is the most 
effective imputation methodology for all simulated missing dataset i.e. 5, 10 and 15%. Though, In 
Pegoh, ARIMA ranks as the top method to impute SO2 for 5%-simulate missing data. For 10% 
simulated missing data in Pegoh and Kota Kinabalu, the ranking model again shows the Time Series 
method - ARIMA ranked as the worst imputation method among the three imputation methods to 
impute long gaps in missing data in air pollution data. MCMC method was listed as the second most 
effective imputation method for air pollution data for Pegoh and Kota Kinabalu. According to 
research by Junninen et al., [12], the MCMC approach fills in missing data by averaging or combining 
many simulated values. Applying Bayesian inference and repeating multiple phases, such as the 
imputation I-step and posterior P-step, were required to complete this process. These intricate 
techniques would be time-consuming but yield reasonable estimates of missing data. For 15% of 
simulated missing data for Pegoh and Kota Kinabalu, the rank of the best prediction method shows 
the same trend 5% and 10%-simulated missing dataset where EM outperformed other imputation 
methods. MCMC shows moderate performances for almost all air pollutant parameters whereas 
ARIMA performed least accurate in predicting simulated missing observation for all parameters 
except for SO2 and wind speed.  
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Table 7 
The results of performance indicators for 5, 10 and 15% simulated missing data in Pegoh and Kota Kinabalu 
% Method PI PM10 (µg/m3) SO2 (ppm) NO2 (ppm) O3 (ppm) CO (ppm) WS (m/s) RH (%) AT (°C) 

Pego
h 

KK Pego
h 

KK Pego
h 

KK Pego
h 

KK Pego
h 

KK Pego
h 

KK Pego
h 

KK Pego
h 

KK 

5% EM PA 0.408 0.361 0.145 0.399 0.620 0.723 0.826 0.879 0.637 0.839 0.195 0.716 0.725 0.894 0.900 0.937 

IA 0.585 0.477 0.644 0.588 0.754 0.831 0.884 0.933 0.744 0.891 0.257 0.830 0.837 0.940 0.944 0.961 

MAE 10.412 8.944 0.000 0.000 0.003 0.002 0.008 0.003 0.128 0.146 0.545 0.391 7.761 3.712 1.144 0.935 

RMSE 13.982 15.888 0.000 0.000 0.004 0.003 0.010 0.005 0.163 0.180 0.685 0.522 9.268 4.898 1.438 1.221 

MCMC PA 0.261 0.113 0.121 0.249 0.458 0.554 0.727 0.742 0.384 0.747 0.110 0.460 0.644 0.825 0.787 0.870 

IA 0.549 0.387 0.450 0.528 0.673 0.727 0.849 0.859 0.624 0.861 0.467 0.688 0.798 0.907 0.883 0.930 

MAE 13.991 11.970 0.000 0.000 0.004 0.003 0.009 0.005 0.176 0.171 0.696 0.594 9.375 4.562 1.712 1.323 

RMSE 18.069 19.496 0.001 0.001 0.005 0.004 0.013 0.007 0.231 0.223 0.885 0.830 11.635 6.362 2.132 1.681 

ARIMA PA -
0.168 

0.196 0.628 0.264 -
0.044 

-
0.138 

-
0.019 

0.059 0.091 0.527 -
0.035 

0.005 0.030 0.051 0.180 0.122 

IA 0.347 0.432 0.780 0.549 0.401 0.232 0.414 0.466 0.058 0.719 0.356 0.421 0.423 0.450 0.500 0.508 

MAE 15.829 13.127 0.000 0.000 0.004 0.005 0.019 0.010 5.123 0.227 0.667 0.770 13.308 10.712 2.842 3.365 

RMSE 21.163 19.389 0.000 0.000 0.006 0.007 0.025 0.013 5.377 0.285 0.833 0.967 16.568 13.055 3.634 4.137 

10% EM PA 0.498 0.507 0.519 0.594 0.638 0.678 0.850 0.876 0.602 0.742 0.196 0.741 0.874 0.926 0.916 0.930 

IA 0.639 0.627 0.557 0.710 0.763 0.740 0.913 0.927 0.716 0.835 0.260 0.814 0.929 0.958 0.955 0.963 

MAE 9.489 6.848 0.000 0.000 0.003 0.003 0.007 0.004 0.124 0.162 0.501 0.416 4.928 3.242 1.053 0.930 

RMSE 12.699 11.838 0.001 0.000 0.004 0.004 0.009 0.005 0.182 0.209 0.637 0.617 6.409 4.397 1.283 1.162 

MCMC PA 0.276 0.206 0.271 0.372 0.408 0.455 0.730 0.774 0.413 0.556 0.037 0.503 0.750 0.851 0.800 0.860 

IA 0.558 0.457 0.545 0.617 0.644 0.669 0.852 0.875 0.640 0.744 0.412 0.704 0.863 0.920 0.891 0.925 

MAE 13.353 15.701 0.000 0.000 0.004 0.004 0.009 0.006 0.177 0.229 0.716 0.705 7.320 4.917 1.662 1.338 

RMSE 17.432 20.716 0.001 0.001 0.005 0.005 0.012 0.007 0.244 0.287 0.914 0.919 9.408 6.284 2.083 1.693 

ARIMA PA 0.038 0.206 0.216 0.151 0.045 0.218 0.063 0.096 0.092 0.663 -
0.089 

0.035 0.008 0.076 0.129 -
0.036 

IA 0.400 0.466 0.480 0.496 0.437 0.521 0.467 0.454 0.411 0.791 0.290 0.402 0.402 0.481 0.449 0.416 

MAE 13.062 11.020 0.000 0.000 0.005 0.004 0.017 0.010 0.199 0.190 0.608 0.882 13.295 11.524 2.712 3.177 

RMSE 17.040 16.132 0.001 0.001 0.007 0.006 0.022 0.013 0.279 0.234 0.756 1.155 17.167 14.379 3.691 3.927 

15% 
 
 
 
 

EM PA 0.464 0.427 0.506 0.502 0.684 0.676 0.828 0.846 0.516 0.772 0.184 0.662 0.803 0.888 0.835 0.895 

IA 0.571 0.430 0.628 0.650 0.786 0.782 0.897 0.916 0.655 0.844 0.264 0.763 0.882 0.939 0.906 0.941 

MAE 10.006 7.934 0.000 0.000 0.003 0.003 0.007 0.004 0.123 0.141 0.498 0.449 6.653 3.973 1.467 1.064 

RMSE 13.734 17.123 0.000 0.000 0.004 0.007 0.009 0.005 0.175 0.185 0.623 0.665 8.208 5.214 1.787 1.366 

MCMC PA 0.225 0.161 0.182 0.371 0.462 0.479 0.686 0.718 0.246 0.620 0.063 0.463 0.669 0.807 0.706 0.807 
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IA 0.518 0.368 0.503 0.619 0.681 0.683 0.826 0.845 0.531 0.786 0.428 0.683 0.814 0.897 0.838 0.896 

MAE 14.083 11.071 0.000 0.000 0.004 0.003 0.010 0.006 0.182 0.195 0.678 0.615 8.541 5.234 1.956 1.442 

RMSE 18.258 21.019 0.001 0.001 0.005 0.005 0.014 0.008 0.248 0.254 0.856 0.903 11.116 7.071 2.482 1.913 

ARIMA PA 0.163 0.022 0.436 0.413 0.008 0.040 0.112 0.072 0.045 0.678 0.016 0.072 0.126 0.008 0.191 0.212 

IA 0.495 0.249 0.663 0.621 0.346 0.392 0.463 0.461 0.412 0.808 0.400 0.428 0.471 0.438 0.504 0.543 

MAE 15.366 9.899 0.000 0.000 0.004 0.004 0.016 0.010 0.191 0.171 0.646 0.910 13.399 11.354 2.899 2.831 

RMSE 20.236 20.161 0.000 0.000 0.006 0.005 0.020 0.013 0.246 0.215 0.826 1.179 16.537 14.919 3.608 3.433 
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Fig. 1. The ranking of all imputation methods for 5, 10 and 15% simulated missing data in Pegoh 
and Kota Kinabalu based on Prediction Accuracy. 1 = PM10; 2 = SO2; 3 = NO2; 4 = O3; 5 = CO; 6 
= Wind Speed; 7 = Relative humidity; 8 = Atmospheric temperature 

 
4. Discussions 

 
Table 8 displays the average values of all performance indicators for all simulated missing dataset 

in Pegoh and Kota Kinabalu. The best imputation approach for filling in long gaps of missing data in 
air pollution was the EM method, followed by the MCMC method and then the ARIMA method.  

Across all percentages of simulated missing data, the EM method was the best imputation 
technique for filling in a long gap of missing values in the air pollution dataset. This is demonstrated 
when all the performance indicators for each percentage of simulated missing data concurred that 
this imputation method was the most effective. Even for datasets with long-missing hour gaps, this 
technique's performance was deemed exceptional. This conclusion is consistent with what Abd Razak 
et al., [22] observed: the EM approach performed exceptionally well despite the large percentages 
of missing values. Using the EM approach, both Pegoh and Kota Kinabalu can demonstrate good 
performance despite a long interval and a significant proportion of missing data simulations. 

The MCMC approach was the second-best imputation method for computing simulated missing 
data. This technique performed exceptionally well, even as the proportion of simulated missing data 
increased with more missing data in the dataset. Junninen et al., [12] have indicated that MCMC is 
the ideal approach for imputation due to its complicated procedure that may reflect the uncertainty 
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associated with missing data. In this investigation, however, EM outperformed MCMC due to the 
linear relationship between missing data and accessible data in air pollution [1,12,23,24]. This is 
because the primary assumption of the EM approach is that the missing data has a linear relationship 
with the available data, such as time-series data [10]. Air pollution data is one example of a time 
series.  

The ARIMA method performed least accurate for all percentages of the simulated missing 
dataset. It requires just the past time-series data to generalize a forecast or impute missing data. The 
classic model identification methods for finding the proper model from the class of alternative 
models are typically challenging to comprehend and computationally costly. Firstly, this method is 
also subjective and the predictor's skill and experience might influence the model's accuracy. Second, 
the underlying theoretical model and structural links are not as different as they are in particular 
straightforward for imputation methods, such as EM and MCMC. Moreover, ARIMA models, like 
other imputation methods, are fundamental "retrospective," which let the past predict the future 
[2]. Therefore, in the long run, the forecast becomes a straight line and is not very good at predicting 
series with turning points. 

 
Table 8 
The average of all performance indicators of all 
simulated missing data 
Method PI 5% 10% 15% Average 

EM PA 0.638 0.693 0.656 0.662 
IA 0.756 0.769 0.741 0.755 
MAE 2.133 1.732 2.020 1.962 
RMSE 3.017 2.466 3.069 2.851 

MCMC PA 0.503 0.516 0.479 0.500 
IA 0.699 0.707 0.682 0.696 
MAE 2.787 2.884 2.751 2.807 
RMSE 3.848 3.751 4.010 3.870 

ARIMA PA 0.109 0.119 0.163 0.131 

IA 0.441 0.460 0.481 0.461 

MAE 4.126 3.544 3.606 3.759 

RMSE 5.341 4.676 5.088 5.035 

 
Figure 2 presents the scatter plot of the observed and predicted data using the EM method for 

all parameters to predict missing observations of 15%-simulated missing data in Pegoh. The closer 
the value of R2 to 1, the more significant the correlation between the expected and observed data 
[25]. Overall, R2 values for all Pegoh observations were quite near 1. This suggested that the expected 
and actual values in Pegoh were virtually identical. This study determined that the EM approach is 
better than other methods for air pollution datasets with long-missing hours. This indicates that the 
EM method is a superior method and the most stable among other methods. 
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Fig. 2. Scatter plot of observed vs predicted data (using EM) in Pegoh for 15% 
simulated missing data; (a) PM10 (b) SO2 (c) NO2 (d) O3 (e) CO (f) wind speed (g) 
relative humidity (h) ambient temperature 

 
4. Conclusions 

 
In this study, Auto-Regression Integrated Moving Average (ARIMA), Expectation-Maximization 

(EM) and Markov Chain Monte Carlo were used as imputation methods (MCMC) for three 
percentages of simulated missing dataset i.e. 5, 10 and 15%. Four performance indicators, namely 
Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Prediction Accuracy (PA) and Index 
of Agreement (IA), were used to describe how well each of these imputation methods fit the 
simulated missing dataset. The main purpose of this is to evaluate the performances of the time 
series method i.e. ARIMA to fill in the long gap of missing observations in air pollution dataset. Most 
of the time, the EM method was chosen as the best method to fill in the long gaps of simulated 
missing data in the air quality monitoring dataset. Compared to EM and MCMC, ARIMA was selected 
as the least performed method in estimating the long gap missing observations in air pollutant 
dataset. This study has the potential to be improved in the future by: 

(a) 

(f) 

(g) (h) 

(c) (d) 

(e) 

(b) 
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i. Model identification: at this stage, particularly for nonstationary models, the data must 
undergo differencing to become stationary and look for opportunities to expand the sample 
size (use at least four years of data). 

ii. Estimation is the process of choosing models that are as simple as possible. Here, fully utilize 
the Correlogram of the different data. Do not overlook the ACF and PACF in the model. 
Consider any lag of the ACF and PACF that falls outside of the 95% confidence bound to 
determine the AR and MA values in the model. 

iii. Diagnostics: To check to see if the models are still beneficial. The best fit model is most likely 
the one with the lowest Akaike Information Criterion (AIC) and the highest Log-Likelihood 
values. Also, the residuals correlation chart must be stable. 

iv. If forecasts cannot be compared to actual data, there is a problem with the modelling 
procedure. To make a non-stationary series into stationary data, it must be differentiated. For 
the ARIMA model to determine the order, a correlogram of the difference must be used. The 
predictions should then be consistent with the observed data in some manner. 

v. Before initiating the simulation and imputation process, maybe consider replacing or 
removing the outliers and extreme outliers with suitable values to improve the performance 
of the EM and MCMC methods. This is necessary because any abnormality present in the 
dataset will impact the performance of the EM and MCMC methods. 
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