
 

Journal of Advanced Research Design 126, Issue 1 (2025) 81-90 

81 
 

 

Journal of Advanced Research Design 

 

Journal homepage: 
https://akademiabaru.com/submit/index.php/ard 

ISSN: 2289-7984 

 

Estimation of Potential Evapotranspiration using Multiple Linear 
Regression and Particle Swarm Optimization 

 
Nor Farah Atiqah Ahmad1,*, Sobri Harun2, Haza Nuzly Abdull Hamed3, Suhaila Sahat1, Siti Nooraiin 
Mohd Razali1, Masiri Kaamin1, Khairun Nissa Mat Said4, Mohd Khairul Idlan Muhammad2 

  
1 

 

2 

 

3 

4 

Department of Civil Engineering, Centre for Diploma Studies, Universiti Tun Hussein Onn Malaysia, Pagoh Education Hub, 84600 Pagoh, Johor, 
Malaysia 
Department of Water and Environmental Engineering, Faculty of Civil Engineering, Universiti Teknologi Malaysia, 81310 Johor Bahru, Johor, 
Malaysia 
Department of Applied Computing, Faculty of Computing, Universiti Teknologi Malaysia, 81310 Johor Bahru, Johor, Malaysia 
Department of Geotechnic and Transportation, Faculty of Civil Engineering, Universiti Teknologi Malaysia, 81310 Johor Bahru, Johor, Malaysia 
 

ARTICLE INFO ABSTRACT 

Article history: 
Received 29 November 2024 
Received in revised form 24 February 2025 
Accepted 14 March 2025 
Available online 28 March 2025 

 

 

 

 

 

Keywords: 
Potential evapotranspiration; multiple 
linear regression; particle swarm 
optimization 

The study of estimating potential evapotranspiration (ETp) in managing water 
resources for domestic, agricultural and irrigation purposes in Malaysia is considered 
lacking. Not only study on ETp provides valuable insight on water cycle management, 
but also helps in predicting the water demand and optimize the agricultural practices. 
Hence, this study evaluates the performance of developed ET estimation model using 
MLR algorithm and optimized by PSO algorithm for five main region in Peninsular 
Malaysia using historical data from 1987 till 2003. The developed ETp models (MLR-ET) 
were then optimized (MLR-PSO) using PSO algorithm. Results show that the 
performance of MLR-ET for R2 ranging from 0.897 to 0.987 where MBE value is from 
0.04 to 0.19, PE range is between 1.8 to 5.3 and RMSE is range between 0.20 to 0.30. 
Whereas for MLR-PSO models, performance (R2) ranging from 0.942 to 0.993 MBE 
value was from 0.12 to 0.20, PE range is between 0.4 to 4.0 and RMSE ranged between 
0.14 to 0.33. The performance of RMSE, MBE and PE indicators for MLR-ET were better 
than MLR-PSO yet the performance of R2 for MLR-PSO models were better. 
Nonetheless, both MLR-ET and MLR-PSO models are reliable as the results of 
performance indicators lies within appropriate limits.  

 
1. Introduction 
 

The issue of water scarcity in Malaysia surprisingly has spike the attention not only by the 
government but also among hydrologists. Water scarcity leads to the water rationing and in 2014, 
Selangor faced the worst water rationing event that affected 300,000 households of the state [1]. 
Seven out of eight dams in Selangor has gone dry due to El Nino from December 2013 till February 
2014. This was considered a wakeup call for researchers in all aspects; economics, water resources, 
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environmental, ecologists and even in social and health field since 29 death cases were reported 
during the dry spell. In designing and managing water resources, knowledge on magnitude and 
variation of evapotranspiration (ET) is required. ET is one of the process in hydrological cycle is 
defined as the combination of water evaporates to the air and transpiration from plants. The accurate 
estimation of ET helps in irrigation design [2,3] and scheduling as well as domestic water resources 
management [4,5].  

The importance of ET are constantly mentioned and various study related with ET can easily be 
found especially related to the application of ET estimation models. Although the Food and 
Agricultural Penman-Monteith 56 [6] (herein after FAO-PM) model has been decided as the most 
accurate ET estimation model, this model is not applicable at data scarce region like Malaysia. This 
situation can be cause the model to work improperly. As mentioned by [7] each of the estimation 
models developed for specific climatic regions and hence to ensure satisfactory result, few models 
needs to be testified before they can be used at own region.  

For the purpose of this study, multiple linear regression (MLR) algorithm is chosen in order to 
develop ET estimation model as it is highly flexible and can provide an assessment performance of 
independent variable and dependent variable. In this case, independent variables comprised of 
meteorological parameters and dependent variable is daily ET. According to Aiken [8] a distinct 
trademark of MLR is ability to provide unique contribution of each individual predictor within the set 
also from another subset. Silva et al., [9] has used the MLR algorithm to develop reference 
evapotranspiration at Rio Branco, Acre which classified as humid climate. Average air temperature, 
wind speed and solar radiation hour parameters were taken as MLR model independent variables 
and FAO-PM model value of ET was taken as dependent variable. Sriram et al., [10] developed MLR 
models to estimates ET using tropical climate meteorological data in India. A straight forward study 
using ET values obtained from FAO-PM model as dependent variables and mean air temperature, 
minimum humidity, maximum humidity and wind speed parameters as independent variables, the 
developed MLR models shows an outstanding performance (R2 = 0.995). Perugu et al., [11] 
developed MLR models to estimate the daily reference evapotranspiration at five regions of Andhra 
Pradesh, India. The models were developed using four meteorological parameters that influenced 
evapotranspiration at the region such air temperature (T), sunshine hour (S), relative humidity (RH) 
and wind speed (W). Through this study, not only authors agree that MLR model is are convenient to 
be used in estimating ET, it was found that sunshine parameter plays significant effect on ET followed 
by wind speed, temperature and relative humidity under humid region. 

Particle swarm optimization (PSO) has been proposed by Eberhart et al., [12] which is based on 
the theory of animal social behavior; bird flocking. This swarm based meta-heuristic optimization 
technique has been used in almost every field of study for more than 95,000 as according to SCOPUS 
on 2022. Compared to other evolutionary algorithms, not only PSO optimization covers both global 
best and local best experienced by the swarm within the solution space but also it is an easy 
recognition and high efficiency in solving optimization problems [13]. The specialty of PSO in 
developing solution for continuous variables and now with discrete variables makes it one of the 
favorable optimization method for hydrologists.  

Technically PSO have five control parameters known as acceleration coefficient (C1 and C2), 
velocity clamping limit (V), swarm size (N), number of iteration (n) and inertia weight (ω). Since there 
are no specific optimal parameters defined, researchers take the safe approach using the values 
recommended by [14]. 

The main objectives of this study are; (1) to develop ET estimation model using MLR and evaluate 
its performance and (2) to optimize the MLR-ET model using PSO algorithm. As actual ET value is not 
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measured, the FAO-PM model is used for ET estimation which taken as benchmark data and has been 
used to compare with the performance of MLR-ET and MLR-PSO model.  
 
2. Methodology  
 

Malaysia is dominated by the humid tropic climate according to Köppen-Geiger system and is 
influenced directly by the South-West (SW) monsoon from early June till late September, North-East 
(NE) monsoon from November to March and transition season from April to May and September to 
October. The SW monsoon brings wet spell for area that is not blocked by Sumatra Island such as the 
range of Titiwangsa [15]. Whereas, NE monsoon is expected to bring wet season in the east coast 
and northern areas of Peninsular Malaysia [16]. During transition periods, wind fluctuated and 
temperature rise especially during the afternoon. There are 43 meteorological stations in Malaysia 
where 28 stations located in Peninsular Malaysia, eight and seven stations are in Sarawak and Sabah 
respectively. Out of 28 stations in Peninsular Malaysia, 17 stations were selected in this study as 
shown in Figure 1. These stations were chosen based on the data availability and covers five main 
region for Peninsular Malaysia.  

Daily historical meteorological data were obtained from the Malaysia Meteorological 
Department (MMD) from 1 January 1987 to 31 December 2003 comprised of maximum (Tmax), 
minimum (Tmin) and mean (Tmean) air temperature, wind speed (u), relative humidity (RH), solar 
radiation (Rs) and pan-evaporation (Epan) parameters. However, due to many stations fail to 
measured Epan this data is eliminated from this study. The obtained wind speed data from MMD was 
measured in a height at 10m above the ground which later transformed into 2m height wind speed 
following the calculation in [6] for FAO-PM model. As this study aim to developed estimation model 
and not prediction model, the historical data is valid to be used and evaluate the performance of 
developed model with the FAO-PM model.  

 

 
Fig. 1. Selected meteorological station in Peninsular Malaysia 
with its main region  
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2.1 FAO-PM Model 
 
The estimated value from FAO-PM model is taken as benchmark values since observed ET was 

not measured in this study. The calculation to estimate the value of ET was followed the manual as 
in [6]. The model can be written as in Eq. (1): 

 

 

(1) 

 
Where, Rn is the net radiation (MJ/m2/day), G is the soil heat flux (MJ/m2/day), γ is the sychrometric 
constant (kPa/°C), es is the saturation vapor pressure (kPa), ea is the actual vapor pressure (kPa), Δ is 
the slope of the saturation vapor pressure temperature curve (kPa/°C), Ta is the average daily air 
temperature (°C) and u2 is the average daily wind speed at 2m height (m/s). Therefore, grass height 
and bulk canopy resistance were assumed to be 0.12m and 70m/s respectively. 

 
2.2 Multiple Linear Regression 
 

There are many problems in hydrology that can be solved using statistical modeling especially 
using regression method. Regression method is performed to learn the relationship of two variables, 
to remove a portion of the variation in one variable for better understanding of another variable and 
to estimate the values of one variable based on knowledge of another variable [17]. Generally, 
regression method can be categorized either simple linear or multiple linear regression. MLR 
represents a mathematical equation expressing the response variable as a function of several 
explanatory variables and is described as in Eq. (2). The equation describes how the mean changes 
with the explanatory variables. 
 

cxbxbxbay kk  ...2211  (2) 

 
Where, a is the intercept, b is the slope or coefficient, n is number of observations and c is the 
unexplained noise in the data (error). Several assumptions need to be satisfied when dealing with 
MLR method as listed below; 
 
Assumption 1: The dependent variable should be measured on continuous scale. 
Assumption 2: Must have two or more independent variables which can be either continuous or 

categorical. 
Assumption 3: Must have independence of observations where the Durbin-Watson value in the rage 

on 0 to 4. However the value should be close to 2 to show the strong independence.  
Assumption 4: A linear relationship between the dependent variable and independent variable. If the 

relationship displayed is not linear then transforming the data is required.  
Assumption 5: The data needs to be homoscedasticity; the variances along the line fit remain similar 

as moving along the line.  
Assumption 6: The data must not show multicollinearity with each other. The correlation more than 

0.8 may be problematic. This assumption can also be tested with variance inflation 
factor (VIF) and Tolerance value where it need to be below than 10 and above 0.2 
respectively for the assumption to be met.  
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Assumption 7: There should be no significant outliers, high leverage points or highly influential points. 
This can be checked with Cook’s value that must be below 1.0 to show there is no 
outliers.  

Assumption 8: The residual errors are approximately normally distributed. 
 
2.3 Particle Swarm Optimization 
 

The governing equations applied in PSO algorithm are for updating the velocity and position for 
each particle as in Eq. (3) and (4) respectively. The rand() values are the vector between 0 and 1.  
 

 (3) 

 (4) 

 
Although there are five control parameters in PSO, only two parameters drives the algorithm; 

acceleration coefficient (C1 and C2), and inertia weight (ω). By taking into consideration the 
parameters suggested by Eberhart et al., [12] the founder of PSO, three algorithms of C1 and C2 is set 
to 2.0 but with different inertia weight. However, contradict values of C1, C2 and ω as suggested by 
Poli et al., [18] was adapted in this study to show the variation of PSO’s algorithm and examined the 
result. Thus, four PSO control parameters were chosen and as tabulated in Table 1 whereas the other 
parameter was fixed; number of iteration = 1000, number of particle = 20, minimum and maximum 
clamping is 0.0 and 2.0 respectively. Figure 2 shows the summary of standard process in PSO 
algorithm.  
 

Table 1 
Adapted PSO Algorithm used in this study 
Remark C1 C2 w Reference 

PSO1 2.0 2.0 1.0 [20] 
PSO2 2.0 2.0 0.9 [21] 
PSO3 2.0 2.0 0.4 [22] 
PSO4 1.49618 1.49618 0.7298 [18] 
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Fig. 2. Summary of PSO process [19] 

 
2.4 Performance Indicator 
 

By taking FAO-PM model as benchmark data, the performance for each ET empirical models 
developed by MLR  were evaluated using coefficient of determination (R2), root mean square error 
(RMSE), mean bias error (MBE) and percentage error (PE) as shown in Eq. (5) to (8) respectively.  
 

 

(5) 

 

(6) 
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(7) 

 

(8) 

 
3. Results  
 

The study was conducted by two steps. First the development of MLR model for each region by 
taking the mean of Tmean, Rs as input and ET from FAO-PM model as output. Second, the MLR model 
was optimized by PSO algorithms as listed in table x. The R2, RMSE, MBE and PE were used as 
performance indicator for both steps. The development of ET estimation model for this study only 
includes average air temperature and solar radiation variable as these two parameters have 
significant influence on ET in Peninsular Malaysia as obtained in sensitivity analysis done by [23].  
 
3.1 Developed MLR Model 
 

The developed MLR models for each station are presented in [24]. The result shows good 
performance of R2 ranging from 0.744 to 0.996 which statistically significant at the 0.05 level. The R2 
value is obtained based on the comparison of ET estimated value developed by MLR model and FAO-
PM model.  

Table 2 shows the developed MLR-ET model for main region in Peninsular Malaysia correspond 
to its R2. The performance of R2 ranging from 0.897 to 0.987 where MBE value is from 0.04 to 0.19, 
PE range is 1.8 to 5.3 and RMSE is range between 0.2 to 0.3. From the result, it shows that the 
developed MLR-ET for each region is reliable to estimate the ET values.  

 
Table 2 
Developed ET estimation model using MLR approach for each region 

No. Region Model R2 

1 North  0.897 

2 West  0.985 

3 East  0.985 

4 South  0.987 

5 Middle  0.953 

 
3.2 Particle Swarm Optimization Model 
 

Table 3 shows the optimized MLR-PSO model for each region. In all region the value of R2 is no 
less than 0.94 which means that the MLR-PSO estimation is close to the estimation ET by FAO-PM 
model. The MBE value is from 0.12 to 0.20, PE range is 0.4 to 4.0 and RMSE is range between 0.14 to 
0.33. Each region has run by four PSO algorithm as mentioned in Table 2 and it gives different 
performance of algorithm. The PSO3 shows better performance at North and Middle region whereas 
PSO1 at East, West and South region. It shows that by set the value 2.0 for C1 and C2 parameters will 
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have a better performance. A similar result done by Sudheer et al., [25] where author initially C1 and 
C2 varied from 0 to 10 which later set to 2.0 once the R value reached 0.93.  
 

Table 3 
Optimized MLR-ET model using PSO algorithm 
No. Region Model R2 

1 North 427.1187.0083.0'  smeanp RTET  0.942 

2 East  793.0111.0097.0'  smeanp RTET  0.992 

3 Middle  835.0217.0041.0'  smeanp RTET  0.975 

4 West  053.1179.0057.0'  smeanp RTET  0.992 

5 South 709.0221.0023.0'  smeanp RTET  0.993 

 
Figure 3 shows the comparison of performance for MLR-ET and MLR-PSO models based on R2, 

RMSE, MBE and PE. Although it is aimed to obtain better performance from MLR-PSO model, the 
performance of RMSE, MBE and PE at North, Middle and South region shows that MLR-ET model is 
better. Nevertheless, the difference does not have major impact in overall performance of MLR-PSO 
model as the values still in the acceptable range especially for R2 performance where MLR-PSO shows 
significant improvement.  
 

 

 
 

 

 

 
 
 

 

Fig. 3. The comparison of performance for MLR-Et and MLR-PSO model 
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4. Conclusions 
 

This study evaluates the performance of developed ET estimation model using MLR algorithm 
and optimized by PSO algorithm for five main region in Peninsular Malaysia using historical data from 
1987 till 2003. This model has been developed using two meteorological data that plays significant 
role in ET estimation; mean air temperature and solar radiation. Four statistical performance 
indicators were used to evaluate the performance for each model; R2, RMSE, PE and MBE. In light of 
these results, it is reliable to use the MLR model in estimating ETp especially for data scarce region. 
The adaptation of PSO algorithm in optimizing the models, facilitates in increasing the reliability of 
developed MLR-ET models. 
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