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Stock markets are non-linear, and stock market research has become an important 
topic. Usually, people invest in the stock market based on traditional methods, such as 
fundamental and technical analysis. In the stock market prediction prices, various tricks 
and tools are used to minimize the risk, at the same time increase the profits. 
Forecasting is crucial in the stock market, especially in business which the prediction 
algorithm can be very complicated and necessitating. Alternatively, the traditional 
analysis may not guarantee the solid outcome of the stock analysis. For the prediction, 
Long Short Term Memory (LSTM) analysis is mainly used. This work examines the 
efficiency of machine learning and predicts stock market prices. This paper also 
proposes finding the most ideal variables by producing the least Mean Absolute 
Percentage Error (MAPE).  

 
1. Introduction 
 

The stock market is non-linear, which the output is difficult to predict. Stock market research has 
become a crucial topic in recent years. In some forecast-based markets, people invest in stocks. To 
predict the market price of inventory, people look for such methods and tools. Forecasting is very 
important, especially in the highly complexed inventory process. Methods such as fundamental 
analysis, technical analysis and regression analyses are primarily used to make predictions.  

Accurate forecasting of future stock prices can generate significant returns. The hypothesis of the 
efficient market assumes that currently, available information is reviewed as stock prices, so price 
movements that are not recently have discovered information are unpredictable. Those who hold 
this view are free to use many methods and techniques to enable them to be informed about prices 
in the future. Because of the underlying structure of the financial sphere and in part due to the 
combination of known parameters, most closing price and unknown elements, stock prices are 
believed to be particularly dynamic and subject to rapid adjustments e.g. pandemic outbreak, 
political instability, etc. An astute trader would forecast the stock price and purchase or sell a stock 
before it rises or falls in value. Though it is difficult to replace an experienced trader's expertise, an 
accurate prediction algorithm can directly result in significant profits for investment firms, suggesting 
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that there is a direct relationship between the quality of the prediction algorithm and the profit made 
from utilising it.  

Every day, the stock market is mentioned in the news when each time it achieves a new high or 
low. If an effective algorithm could be established to anticipate the short term price of an individual 
stock, the rate of investment and business prospects in the stock market may increase. According to 
Svetlana's research [10], using a Simple Moving Average to forecast stock prices is not pragmatic nor 
acceptable. Forecasting accuracy ranges from 45.63 % on the NASDAQ market to 52.53 % on the SSE 
market. Nevertheless, in this research, we investigated whether if a model based on Long-Short Term 
Memory can be developed to predict stock price with a lower proportion of inaccuracy.  
 
2. Literature Review 
2.1 Machine Learning  
 

Machine learning is an artificial intelligence field that allows computers to learn and improve 
without having to be explicitly programmed. Machine learning is the process of developing computer 
programmes that can access data and learn on their own. Machine learning, like the human brain, 
relies on input, such as training data or knowledge graphs to grasp entities, domains and their 
connections. Deep learning can begin once entities have been defined. Observations or data, such as 
examples, direct experience or instruction are used to start the machine learning process. It searches 
for patterns in data so that it can draw conclusions based on the examples presented. The basic goal 
of machine learning is to enable computers to learn on their own, without the need for human 
interaction and to change their behaviour accordingly.  
 
2.2 Artificial Neural Network (ANN) 
 

With the advancement of modern technology, stock market forecasting is now also moving into 
the realm of technology. ANN (Figure 1) and genetic algorithms (GA) are most commonly used for 
stock prediction [3]. Scientists have discovered that bacterial chemotaxis optimization methods may 
be superior to GA. ANN can be thought of as an approximation of a mathematical formula. The feed-
forward networks, which is a common form of ANN are normally used for stock prediction. The 
weights are updated from the backward error propagation algorithm of the ANN. Other than that, 
the recurrent neural network (RNN) or a time-delay neural network (TDNN) is better suited for 
inventory forecasting with time interval compared to ANN structure. The difference is that the RNN 
uses the feedback connection which is beneficial for stock analysis [1].  
 

 
Fig. 1. Artificial neural network  
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2.3 Recurrent Neural Network (RNN) 
 

A RNN (Figure 2) is a type of ANN in which the connections between nodes generate a directed 
or undirected graph over time [7,8]. This enables it to behave in a temporal dynamic manner. RNNs, 
which are derived from feed-forward neural networks, can process variable length sequences of 
inputs by utilising their internal state (memory). The phrase "RNN" describes a type of network that 
has an infinite impulse response. Additional stored states are possible in both finite and infinite 
impulse recurrent networks, and the storage can be controlled directly by the neural network. If 
another network or graph involves time delays or has feedback loops, it can likewise be used to 
replace the storage. Gated state or gated memory refers to these controlled states, which are seen 
in long short-term memory networks (LSTMs). It's also known as a Feedback Neural Network (FNN). 
 

 
Fig. 2. Recurrent neural network 

 
2.3.1 Long short term memory (LSTM) 
 

LSTM (Figure 3) is similar to RNN structure used in deep learning. Unlike the common neural 
networks, LSTMs use feedback in the algorithm. LSTM is not limited to processing a single data point, 
but it can also process the whole data sequence. The LSTM structure consists of different parts with 
different functions such as a forget gate, an input gate and an output gate. The gates are in charge 
of the access of the information in and out of the cell. Meanwhile, a random time interval is stored 
in the cell [2].  
 

 
Fig. 3. Long short term memory network 
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2.4 Convolutional Neural Network (CNN) 
 
CNN (Figure 4) is a deep learning model for processing data with a grid pattern, such as 

photographs, that is inspired by the organization of animal visual cortex and meant to learn spatial 
hierarchies of characteristics, from low- to high-level patterns, automatically and adaptively. CNN are 
made up of three types of layers which are convolution, pooling and fully connected layers. The first 
two layers, convolution and pooling, extract information while the third, a fully linked layer transfers 
those features into final output such as categorization. A convolution layer is an important part of 
CNN which is made up of a stack of mathematical operations like convolution, which is a particular 
sort of linear operation. 

 

 
Fig. 4. Convolutional neural network (CNN) 

 
2.5 Previous Works on Stock Prediction  

 
Research conducted by Weng [4] focused on forecasting short-term stock prices using the 

machine learning method. Five datasets were used for this survey. Open-source application 
programming interfaces (APIs) and a R package called TTR were used to gather these records. Neural 
network regression ensemble (NNRE), an unpruned regression tree as a base learner (RFR) and a base 
learner with a tree as BRT were used in this study. The short-term stock price forecasting was 
thoroughly examined. With background knowledge, a few indicators were selected and in five 
datasets.  

On this platform, users do not have to enter their data, but they do need to call the API to get the 
information directly from the source. Whit that, they assess price forecasts 1 to 10 days ahead, not 
more than 2 or less than 1 day. The main limitation of their study was to analyse only 20 and to 
determine if the model could be generalized to other stocks, was required [4].  

Besides selection of the Bitcoin characteristics, the LSTM parameters were picked out by the 
Bayesian optimization. The Bitcoin dataset ranged from the 19th of August 2013 to the 19th of July 
2016 and used a couple of the overall deep gaining knowledge technique performance. Prediction of 
Bitcoin price trend has a few resemblances with inventory marketplace price prediction. Noises 
embedded and hidden capabilities with inside the price records are an obstacle to this work [5].  

Utilising ANN in stock prediction used data from India's National Stock Exchange. A prediction 
model was created using the Multilayer Perceptron (MLP) Neural Network method. Throughout the 
year of 2015 to 2017, the MLP prediction model was trained and tested. The conclusions were in 
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direct opposition to those of earlier studies and researches. The MLP neural network performed well 
with a Median Normalized Error of 0.05995 and a Median Standard Deviation of 6.39825. With 
positive results, the MLP was used to predict the NSE's LIX15 index [9].  

According to Jamous et al., [10], as ANNs have been utilised to estimate stock but on the other 
hand, have a variety of drawbacks that result in reduced prediction accuracy. As a result, they used 
a combination technique for an effective stock market prediction. This work proposed PSOCoG, a 
new improved technique for achieving high- in a short period of time [10].  

To build a model for predicting future stock, Hamiche was used and in particular the Long–Short 
Term model. The main goal is to determine how accurate can the forecast be and how many epochs 
can aid in the improvement of our model. It has been demonstrated that training with substantial 
fewer data and epochs enhances our testing outcomes while also helping us to acquire better 
forecast and for a variety of datasets. The goal of their research in the future is to determine what 
data durations are appropriate for the assets [11].  

The daily prices and volumes analyses of the top 10 S and P 500 equities were used by Qui and 
Zhou [12].  The data covered the years 2004 through 2013. The training, development and testing 
data were split into the four models: ARIMA, LSTM, Stacked-LSTM and Attention-LSTM. For the model 
evaluation, MSE was considered. Due to the long-term dependence of time series, Attention-LSTM 
was revealed to be the most excellent of the four models; the model can predict financial time series 
considerably better [12].  

The S&P 500 Index, Dow Jones and Hang Seng Index were among the stocks that Qiu and 
colleagues used to create an Attention-based LSTM model to anticipate future stocks. The findings 
were compared using the Gated Recurrent Unit. From January 2000 to July 2019, data for the S&P 
500 Index and the DJIA were collected. The HSI data was also gathered between January 2002 and 
July 2019. The data contained a total of six variables. The MSE, RMSE, MAE and Coefficient of 
Determination (R2) were utilised; the smaller the MSE, RMSE, MAE, the closer the actual value and 
forecast are [13].  

Mallikarjuna and Pramod applied the LSTM approach, created a stock data predictor. The model 
used the LSTM model to anticipate price changes based on a company's past equity share prices. 
Opening, closing, day low, day high, trading date, turnover and total quantity traded were all included 
in the historical data. The model was used to forecast the price movement of TATAMOTORS' stock. 
It successfully obtained a 96 % accuracy using LSTM units and a 50-epoch batch size. The outcomes 
were unmistakable. The model had a loss rate and moved in lockstep with the real value of the stock 
[14].  

 
3. Methodology 
3.1 Flow Chart  
 

The Figure 5 is the representation of the steps that was applied throughout this research project. 
The first step was to import the stock market data. The stock data was read using the 
pandas.read_cvs function. There are few parameters in the stock data, but the one that was used is 
the closing price, discarding other unnecessary parameters. Next is the input variable. From the stock 
data, 65 % of the data was used for the training process, while the remaining data was for the test 
prediction. Three input variables were used in finding the best variables with the best prediction 
accuracy. The LSTM process trains the dataset from the stock data. The input variables was used in 
the training process. After that is to plot the chart of the training and the test result and prediction 
for the next 30 days. In terms of finding the best accuracy, mean absolute percentage error was used. 
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Fig. 5. Flow chart for the prediction algorithm 

 

3.2 Introduction to Long Short Term Memory (LSTM)  
 

The LSTM networks are mainly used in machine learning, especially for prediction. Therefore 
LSTM are able to analyse long-term dependencies, which is an advantage for prediction problems. 
The LSTM uses feedback connection in the algorithms, which enables processing of the entire data 
sequence. This applies to speech recognition, machine translation, etc [9]. LSTMs are a special type 
of RNN that exhibits excellent performance for a variety of problems.  
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3.3 Fundamental Knowledge of LSTM  
3.3.1 LSTM design  

 
LSTMs are similar to basic RNN cells. The LSTM consists of three gates. Each gate performs a 

different function as shown in Figure 6. The first gate is called the Forget Gate, where it chooses 
whether to keep the information from the previous timestamp or completely erases it if it’s not 
needed. The next gate is called the Input Gate, where the new information is learned from the input 
to that cell. Finally, in the final gate is the Output Gate, where the current timestamp updated 
information is passed to the next timestamp [6]. 

 

 
Fig. 6. The gates in LSTM 

 
LSTMs have hidden states. The hidden state for the previous timestamp is represented by H (t-1) 

and the hidden state of the current timestamp is represented by H (t). In addition, LSTMs have cell 
states represented by C (t-1) for the previous and C (t) for current timestamps as in Figure 7. Plus, 
the cell state and the hidden state are called short- term memory and long-term memory, 
respectively [6].  

 

 
Fig. 7.  The Long Term and Short Term Memory in LSTM 

 
Firstly, the LSTM needs to decide whether to keep or forget the information from the previous 

timestamp. Below is the formula for Forget Gate, 
 

ft = σ (xf * Uf + Ht-1 * Wf) (1) 

 
where the equation functions are [6],  
 
Xt: input to the current timestamp. 
Uf: weight associated with the input 
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Ht-1: The hidden state of the previous timestamp 
Wf: It is the weight matrix associated with the hidden state  

 
Next, the function is applied to a sigmoid function, resulting in the ft output, between 0 and 1.  
 

C t-1 * ft (2) 

 
From the equation above, when theft is 0 the output of the multiplication will be 0, therefore the 

cell will erase the information. However, if ft equals 1, the network will not erase the information. 
Next is the Input Gate, where the crucial new data carried by the input data is purposely assessed. 
The equation is shown below,  

 

It = σ (xt * Ui + Ht-1 * Wi) (3) 

 
The functions are [6],  
 
Xt: input to the current timestamp 
Uf: weight associated with the input 
Ht-1: The hidden state of the previous timestamp 
Wf: It is the weight matrix associated with the hidden state 
 

The sigmoid function will be applied to the formula resulting between 0 and 1. With the new 
information added, the above equation is slightly altered resulting in the below function,  

 

Nt = tanh (xt * + H t-1 * Wc) (4) 

 
From the new equation, the hidden state function at t-1 and input x at t needed cell state to pass 

the new information. Tanh acts as the activation function and because of that, the new data value is 
between -1 and 1. When the value of Nt is positive, the data is added to the cell state at the current 
timestamp while if it’s negative, the data will be subtracted. Therefore, the cell equation is as below 
[6], 

 

Ct = Ct-1 * ft + it * Nt (5) 

 
In this equation, the latest timestamp only applies to Ct-1 while the other from previously 

calculated. Finally, the last gate in the cell is the Output Gate. The general equation for the Output 
Gate is below,  

 

Ot = σ (xt * Uo + Ht-1 * Wo) (6) 

  

Because a sigmoid function will be applied to the equation, the value will also be between 1 and 
0. As for the current hidden state, Ot and tanh will be used to update the cell state. The equation is as 
follows,  

 

Ht = ot * tanh (Ct) (7) 
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Based on the function above, the hidden state is a function of current output and the long-term 
memory, Ct. As for a clearer view, Figure 8 is the image of the LSTM cell.  

 

 
Fig. 8. The clear representation of LSTM 

 
3.4 Tensorflow  
 

Dataflow graph structures that explain how data passes through a graph or a sequence of 
processing nodes can be created with TensorFlow. Each node in the graph symbolises a mathematical 
process, and each node-to-node connection or edge is a tensor or multidimensional data array. 
TensorFlow is a set of workflows which is mainly for developing and training models in Python or 
JavaScript, and for deploying them in the cloud, on-premise, in the browser or other devices 
regardless of the language. The Tensorflow data API allows to create complicated input pipelines out 
of reusable components.  
 
3.5 The Stock Data  

 
The stock market data that was used in this project is from Apple stock data. This data can be 

acquired through any historical market and stock data website. For this report, Yahoo Finance was 
picked to acquire this data due to its accessibility and ease of obtaining. The format of the stock data 
file was in the .csv type files. This file contained a data list, which is frequently used to transfer data 
between applications. For the implementation into the prediction algorithm, Pandas library was 
applied as it contains the .read_csv model to read the stock data. The stock data that was displayed 
consist of multiple parameters such as the opening price, closing price, the daily high price, the daily 
low price and etc. For this application to predict the stock price, only the closing price parameter was 
used, as it is an indicator of the sell price for a specific day.  
 
3.6 The Input Variables 
  

The input variable consists of two types of variables, manipulated and constant variables. The 
manipulated variables incorporate the uses of the number of days trained and the number of the 
hidden layers in the LSTM model. The number of days trained, known as timestep, is the amount of 
days that is required to be trained by the prediction model to predict the next single day. In addition 
to the present data point, LSTM utilises prior data to make contextual and more accurate predictions. 
The number of days trained specify how far back in time needed to look to make a prediction, or how 
many past data points required to incorporate alongside the current data point. The number of the 



Journal of Advanced Research Design 

Volume 97, Issue 1 (2022) 1-15 

10 
 

hidden layer is the amount of the hidden layer in between the input and output layer, where a set of 
weighted inputs is taken by the artificial neurons and uses the activation function to produce the 
output. Both of these parameters will manipulate, observe and record, studying the effect on the 
performance and accuracy of the prediction. The constant variables in this study will be the repetition 
to train the model, known as epoch. Based on the observation, epochs were categorized as constant 
variables due to its small changes on the performance and the accuracy of the prediction. Plus, this 
also acts as a standardized variable throughout the datasets.  

 
3.7 The Algorithm  

 
In Figure 9, the pandas read csv command is used because it is a quick and easy way to store large 

data sets. Next is the input variables, consisting of the time_step, node and epochs. This represents 
the number of days training to predict the next single day, number of hidden layers in LSTM and the 
number of repetitions through the training datasets respectively.  

 

 
Fig. 9. Algorithm on reading the stock data and input variables 

 
In Figure 10, MinMax scaler function was utilized. The purpose of this is to convert the big data 

(closing price) into a small form factor, between 0 and 1. The reason behind this is that the LSTM 
function can be sensitive towards big data value. Having scales from 0 to 1 will improve the LSTM 
process. The data frame is split up into two categories, training and testing. 

 

 
Fig. 10. MinMax scales and separation of the datasets 

 
From the code script in Figure 11, the LSTM function consists of the units and return sequences. 

According to the node value, the units denote the number of hidden layers that will be employed. 
For each input time step, the return sequences were used to obtain the concealed state output. The 
training process begins at the model.fit function.  
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Fig. 11. The LSTM function 

 
In Figure 12, the accuracy measurement for the prediction is by using the Mean Absolute 

Percentage Error (MAPE). It is determined as the average absolute percent inaccuracy for each time 
period minus actual values divided by real values, and it evaluates this accuracy as a percentage. The 
units of the variable are scaled to percentage units, making it easier to grasp.  
 

 
Fig. 12.  MAPE and the train and test data plotting 

 
Next is the plotting of the train and to test the predicted chart. Because of the time_step, the 

initial time_step data frame was not plotted as it is used for the training and prediction. The chart 
starts the training and test plotting after the initial time_step data frame.  
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4. Results and Discussion 
4.1 Mean Absolute Percentage Error (MAPE)  

 

Table 1 indicates two MAPE, both for train data and test data. The main MAPE for choosing the 
best number of days to train for the prediction is the MAPE on Test Data value. The purpose of having 
both MAPE is to record the LSTM output whether it is over-fitted or under-fitted. The over-fitting 
happens when the test data RMSE value is lower than the train data RMSE. From the result given, 
there are no over-fitted outputs.  

The variable used in this first approach in finding the best value for predicting the stock value is 
the time_step. The number of days train of 5 is the best variable for the prediction, as the MAPE 
value for the test data, at 11.60 % is the lowest compared to other training days. These are only the 
first step in finding the best value for the prediction. Next table will show the accurate result, affected 
by various numbers of hidden layers in the neural network. 

 
       Table 1 
       MAPE result from different number of days train  

Number of Hidden Layers = 10, Training Repetition (Constant) = 100 

Number of days train MAPE on Train Data (%) MAPE on Test Data (%) 

5 8.27 11.60 
10 10.17 14.57 
15 10.83 18.19 
2 11.52 17.21 
25 14.55 20.06 
30 18.20 21.43 
35 18.02 21.54 
40 17.92 20.13 
45 16.99 19.14 
50 16.65 18.08 

 

 The variable used in this second approach in finding the best value for predicting the stock value 
is the number of the hidden layers (Table 2) for the LSTM algorithm. The number of hidden layers of 
50 is the best amount of the hidden layer for the prediction, as the MAPE value for the test data, at 
11.21 % is the lowest compared to previous 10 hidden layers at 11.60 % and the rest of the hidden 
layer.  
 

  Table 2 
  MAPE result from different number of hidden layers  

Number of Hidden Layers MAPE on Train Data (%) MAPE on Test Data (%) 
5 8.79 12.10 
10 8.27 11.60 
15 8.40 11.58 
20 8.22 11.54 
25 7.58 11.44 
30 7.11 11.34 
35 6.82 11.31 
40 6.47 11.23 
45 6.35 11.22 
50 6.35 11.21 
Note: Number of day train = 5, Training repetition (Constant) = 100 

 
Based on the result given, the number of hidden layers does affect the accuracy of the prediction. 

Below is the graph plot for the train and the test data alongside with the original chart. 
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4.2 Chart Diagram  
 

From Figure 13, we can see the train and the test data chart is neither over-fitted nor under-
fitted. The train data and the test data set uses 5 days time_step for training and predicting the 
output of the next single day respectively. Therefore the first 5 days used in the train data and the 5 
days after the day 163 in the chart for the test data were not plotted.  
 

 
Fig. 13. Graph for the train and test data 

 

Based on the below 30 days graph in Figure 14, the previous 5 days are used to predict the next, 
day 6 and later. Therefore the initial day for the next 30 predictions starts at day 6.  

 

 
Fig. 14. Graph for the next 30 days prediction 

 

As for the results as in Figure 15, the time_step (days needed to predict the next single day) and 
the number of hidden layers to be used in this model does affect the output prediction accuracy. The 
number of days train and the number of hidden layers of 5 and 50 respectively, are the most ideal 
variables in producing the most accurate prediction, by producing the least mean absolute 
percentage error at 11.21 %. Based on the predicted graph, the stock price is on an upward trend. 
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Fig. 15. The overall chart with the next 30 days prediction 

 

5. Conclusion 
 
The success in designing the stock prediction algorithm by using the tensorflow LSTM model does 

give encouragement in pursuing machine learning. Other than that, the achievement in finding the 
ideal days of training and number of hidden layers for the most efficient prediction performance 
based on the value of the MAPE is a total success. The accuracy of the prediction was meant to be 
calculated through the Root Mean Squared Error, however due to its non-percentage form, the 
accuracy representation was difficult to understand. The algorithm was meant for research purposes, 
and it is not advisable to use it as a reference in real life stock prediction. There are many other 
variables which are not included in this research, which might bring a major effect on the prediction 
accuracy.  
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