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Face detection plays a crucial role in identifying individuals during suspicious activities, 
serving as a foundational component in various security applications. Modern face 
detection systems leverage machine learning algorithms to accurately identify human 
faces in images or videos, facilitating authentication in security contexts. This paper 
presents an innovative face detection system that integrates the Haar cascade method 
with Convolutional Neural Networks (CNNs), aimed at enhancing the accuracy of facial 
detection. The evaluation of the proposed system was carried out in a Python 
environment, utilizing real images from well-established public datasets, including 
Faces94, Faces95, Faces96, and the Grimace dataset, curated by Libor Spacek. The 
results obtained demonstrate the efficacy of the integrated approach, achieving 
accuracy rates of 98.37%, 97.22%, 97.52%, and 100% for the Faces94, Faces95, 
Faces96, and Grimace datasets, respectively. These findings indicate that the 
combination of Haar cascade and CNN-based methodologies significantly outperforms 
traditional machine learning face detection techniques, underscoring the potential for 
improved accuracy in real-world face detection applications. This research contributes 
to the ongoing advancements in facial recognition technology, with implications for 
enhanced security measures and intelligent human-computer interaction. 
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1. Introduction 
 

The As information technology advances quickly, face detection technology has emerged as a key 
indicator of intelligence as mentioned by Zhang et al., [1]. Core tasks in traditional computer vision 
comprises of object detection, processing, recognition, and classification of images as mentioned by 
some researchers [2,3]. In computer vision, object detection in particular is essential, as resolving 
this issue paves the way for addressing other issues like image segmentation as mentioned by Minaee 
et al., [4]. Face detection is utilized to identify individuals during suspicious events as mentioned by 
Wibowo et al., [5]. 
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For systems involving intelligent or inspection vision-based human-computer interaction, face 
detection is a critical task. While humans can easily see and understand faces and objects, systems 
cannot do so without assistance as mentioned by Kumar et al., [6]. Finding the human face as the 
region of interest inside a digital image that includes other aspects, such backdrop scenarios, is the 
basic notion behind human face detection as mentioned by Zhuang et al., [7]. Face detection allows 
us to extract features from the human body using numerous techniques. Face identification is a visual 
task that is straightforward for humans to perform with ease, but it is not easy for computers. In fact, 
face detection has been considered the most difficult task in the field of computer vision due to its 
complexity as mentioned by Adouami et al., [8]. This complexity arises from the significant intra-class 
variances brought on by variations to facial features, expression and  lighting as mentioned by Kumar 
et al., [9]. There are two categories of face detection methods: deep learning based approaches and 
traditional methods as mentioned by Zhang et al., [1].  

Traditional face detection methods can be divided into two primary categories as mentioned by 
Jiang [10]. The first category depends on characteristics that are constant, like color, face symmetry, 
and certain shape details. This approach struggles with formulating appropriate rules for face 
detection and is significantly impacted by dense scenes where organ symmetry and face shape vary 
greatly. 

In the second category, which relies on template matching, face detection is accomplished by 
figuring out how closely a standard template and the area that has to be detected match. In situations 
where there are several faces, this method is less successful and requires a lot of computing power. 
Additionally, it has low resolution for small-scale faces, resulting in poor template matching. 
However, templates can incorporate some of the target object’s invariants characteristics, providing 
certain advantages for detection. 

The deep learning-based method leverages statistical knowledge and machine learning theory as 
mentioned by Xie et al., [11]. To determine the face classifier's model parameters, it gathers 
information from a vast number of face and non-face samples. This classifier then receives the image 
to be identified as input in order to distinguish between the two kinds of patterns, thus completing 
the face detection process. 

Convolutional neural networks (CNNs) are extensively utilized in various fields due to their strong 
robustness and accuracy, especially in object detection and image classification. By integrating fully 
connected and convolution layers, CNNs exhibit exceptional at learning capabilities and extracting 
features as mentioned by Zheng et al., [12]. They can extract high-level characteristics of models 
trained, classifications and images, making them particularly great fit for face detection tasks. 

Kumar et al., [9] in their paper utilized the Haar-Cascade algorithm for face detection and 
discussed various AI-based detection methods and their associated challenges. However, it did not 
present any experimental results or solutions on how to deal with these issues. Sikder et al., [13] 
proposed using viola-jones Haar Cascade process with Principal Component Analysis (PCA) 
techniques to gain better accuracy for face detection and recognition. MATLAB environment was 
used to test on four different databases Faces94, Faces95, Faces96, and grimace. However, the 
accuracy can be improved and false rejection rate is high.  

Viola-Jones face detection algorithm is one of the most popular choices according to Sumanto et 
al., [14]. This algorithm uses Haar-like features to represent the face region and a cascade classifier 
based on AdaBoost training to determine whether a region contains a face. While this approach 
achieves good accuracy, its performance significantly declines with low-resolution images. Qi et al., 
[15] proposed a Multi-task Convolution Neural Network (MTCNN) algorithm model for face 
detection, to analyze the accuracy and speed. However, the maximum accuracy achieved was less 
than 91% which shows there is need for improvement. 
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Raj et al., [16] introduced a new face detection approach. It utilizes a combination of RGB and 
YCbCr color space boundaries are combined to segment the image’s skin pixels for face detection. 
Following the elimination of noise, facial regions are detected using Haar cascade for the eyes and 
overall geometric features of human faces. However, the accuracy was very low to be used on real 
devices for face detection. Koshy and Mahmood [17] developed an innovative deep architecture for 
recognition of face liveness in video frames. This method classifies a video sequence as real or false 
by first diffusing the images, then using a deep Convolutional Neural Network (CNN) and an LSTM. 
While the combination is not new for these two LSTM and CNN, it is novel to integrate it with 
diffusion, which has shown to be most effective method for single live image. However, when 
multiple live faces are presented, it tends to give false result. 

In Sambhe and Deorankar [18] research, the objective is to compare different facial recognition 
and detection techniques and offer a comprehensive answer for image-based facial recognition and 
detection. The aim is to achieve high accuracy and a faster response rate, serving as a preliminary 
step in video-based police investigations. However, no practical solution was shown in the paper. 
Thai and Nguyen [19] presented an effective technique for face detection in a surveillance system is 
their research. The suggested approach blends contemporary and conventional computer vision 
methods. Several datasets have been used to test the method's efficacy and accuracy in face 
localization. 26.85 frames per second and 96.66% are attained as a result. 

In this paper we will use for face detection, Convolution Neural Network technique and Haar 
cascade, to bridge the gap in accurate identification, this research aims to significantly prevent 
unauthorized identification and impersonation. The goal of this study is to improve the accuracy of 
the face detection using Convolution Neural Network and Haar cascade. In the method, we firstly use 
a public face images datasets available online Faces94, Faces95, Faces96, and Grimace datasets. Pre-
process the datasets in order to lessen the impact of occlusion and noise interference on the 
detection outcomes. Second, feature extraction for classification and detection is carried out using a 
face detection technique based on convolutional neural networks and Haar cascades. Lastly, to 
evaluate the robustness and accuracy of the suggested technique, an experimental validation is 
carried out using pictures from the Faces94, Faces95, Faces96, and Grimace datasets will be used to 
experiment on. 
 
2. Methodology  

 
This section describes the implementation of the Haar cascade and Convolutional Neural Network 

(CNN) models used for face detection. First, images for identification are converted to grayscale with 
a resolution of 128x128 pixels. Using the pre-trained Haar-cascade function 
(haarcascade_frontalface_default.xml), initial face detection is performed, followed by processing 
with a convolution kernel. The CNN model comprises five convolutional layers (Conv2D) with 
increasing filter sizes of 32, 64, 128, 256, and 512, each with a 3x3 filter size and a ReLU activation 
function, enabling the network to learn progressively complex features as depth increases.  

Each Conv2D layer is followed by a MaxPooling layer, which down samples the output by selecting 
the maximum value within each 2x2 window, effectively reducing spatial dimensions by half. A 
Dropout layer follows each pooling layer, randomly setting 25% to 50% of input units to zero during 
training to prevent overfitting. The output is then passed through a Flatten layer, which transforms 
the 3D feature maps into a 1D vector for input to the subsequent fully connected (dense) layers. 
Three dense layers follow, with the first two containing 128 and 512 units, respectively, using ReLU 
activation to further refine the features. The final dense layer, equal in units to the number of target 
classes, applies softmax activation to yield probability distributions for classification. 
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2.1 Haar Cascade 
 
The method known as the Haar cascade is intended to identify objects in images, irrespective of 

their size or location. It's a real-time, somewhat straightforward algorithm. Paul Viola and Michael 
Jones [20]presented the technique—known as Haar feature-based cascade classifiers. This method 
is based on machine learning, where a vast collection of positive and negative images is used to train 
a cascade function. Haar features may accurately capture the gray variance of a facial image since 
they are formed based on the difference in image pixel gray values by Zhang et al., [21]. 
 
2.2 Convolution Neural Network Model (CNN)   
 

A convolutional neural network (CNN) is a specialized kind of feed-forward neural network 
designed to process large images effectively by Panagakis et al., [22]. It uses artificial neurons that 
reply to specific parts of their surrounding units. CNNs consist of multiple hidden layers, each 
composed of two-dimensional planes of neurons that operate independently by some researchers 
[23,24]. The input to a CNN is typically a two-dimensional image, and the architecture is built to 
include an embedded feature extraction module. The CNN input layer, convolutional layer, pooling 
layer, fully connected layer, and output layer comprise its fundamental architecture as shown in 
Figure 1. 
 

 
Fig. 1. Basic Convolution Neural Network architecture [23] 

 
  Each component in a Convolutional Neural Network (CNN) plays a critical role in the network's 

overall functionality and accuracy, contributing to the network's ability to recognize and classify 
complex patterns as mentioned by Wen and Abdullah [25]. The Input Layer initiates the process by 
receiving raw data, often images represented by pixel values, setting the stage for feature extraction. 
The Convolutional Layer is the core feature extraction component, where convolutional kernels 
(filters) slide across the input image to detect local patterns. Each kernel is designed to capture 
specific features—such as edges, textures, and shapes—and increasing the number of kernels 
enhances the network’s capacity to capture intricate details within the data. Following this, the 
Pooling Layer further refines the feature maps produced by the convolutional layer, typically through 
max-pooling, which reduces dimensionality by selecting the maximum value within a specified 
region. This layer serves to retain essential features while minimizing spatial information, and most 
CNNs utilize at least two pooling and convolutional layers to achieve a comprehensive extraction of 
features. 

   The Fully Connected Layer (also known as dense layers) consolidates the high-level abstractions 
from the preceding layers, normalizing and integrating them to produce a probability distribution for 
various classes or categories. In this layer, each neuron is linked to all neurons in the preceding and 
subsequent layers, forming a fully connected network that allows the model to learn complex 
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patterns and relationships within the data. Lastly, the Output Layer adapts its number of neurons to 
the specific classification task requirements, where each neuron corresponds to a class in the data. 
By calculating probabilities, this layer enables the network to make predictions or classifications with 
precision. The systematic interaction of these layers—from initial data input to final output—results 
in a robust model architecture capable of accurately detecting and classifying complex visual 
patterns, as shown in Figure 1. 
 
2.3 Face Detection 

 
The Faces94, Faces95, Faces96, and Grimace datasets are the sources of facial training and testing 

images. The Faces96 database has an image size of 196 by 196 pixels, whereas the Face94, Face95, 
and grimace datasets have an image size of 180 by 200 pixels. These datasets are used in the 
suggested idea's evaluation. 

 
2.3.1 Pre-processing  
  

   The images in the datasets are converted to gray images of uniform size 128 × 128 pixels. 
Additionally, normalization is applied within the range of 0 -1 in the pixel values. 
 
2.3.2 Face Detection Using CNN   
 

There are six convolution neural networks in the general architecture by Li et al., [26]. While the 
three CNN networks for calibration are used to adjust the frames of face regions, the main function 
of the other three of these networks is to categorize non-faces and faces. To get a detection frame, 
individual CNN network moves over the image with a particular step size. In real-world applications, 
the input image is scaled into a pyramidal shape, with the network model receiving input from each 
layer of the pyramid.  

To ease the load on the next network layer, each Convolution Neural Network filters away a 
portion of the error detection frames. Three offset variables are used by each calibration Convolution 
Neural Network to adjust the detection frame: 𝑥! for horizontal translation, 𝑦! for vertical 
translation, and 𝑠! for height to width scaling. The candidate box’s expression is (x, y, w, h). (x, y) are 
the coordinates that indicates the upper left point, while the candidate frame’s (w, h) indicates the 
width and height. This Eq. (1) is used to modify the detection frames' control coordinates: 

 
𝑥 − "!#

$!
, 𝑦 − %!&

$!
, #
$!
, &
$!

            (1) 

 
The CNN is utilized to verify if the candidate’s frames contain a face. If a face is detected, the 

network then performs key point detection and posture analysis on the identified face. For a face to 
be considered a human face all the features in Figure 2 needs to be identified. 
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Fig. 2. Process of facial part detection [13] 

 
2.3.3 Training Network 
 

Three main tasks are performed by the cascaded neural network: facial landmark localization, 
bounding box regression, and face classification by Peng and Gopalakrishnan [27]. 

 
i. Face Classification  

 
This task involves distinguishing between face and non-face samples, treated as a binary classification 
problem. Cross-entropy-loss is applied for each sample, calculated as Eq. (2) 

 
𝑙!"# =	−(𝑦!"# log(𝑝$) + (1 − 𝑦!"#) log(1 − 𝑝$))                        (2)  
 
where Pi indicates the likelihood that the sample contains a human face as predicted by the network, 
with true label represented as Eq. (3)  
 
 𝑦'() ∈ {0,1}                           (3) 

 
ii. Bounding Box Regression 
 
This task predicts the deviation of the proposal box from the true value. Regression analysis is 
performed and for each sample, the 𝑠𝑚𝑜𝑜𝑡ℎ*+ loss is applied Eq. (4) 
 
𝐿,-." = ∑ 𝑠,∈{",%,#,&} 𝑚𝑜𝑜𝑡ℎ*+3%"#$%4%5"#$%6                       (4)  

 
with the 𝑠𝑚𝑜𝑜𝑡ℎ*+ loss defined as Eq. (5) 
 

𝑠𝑚𝑜𝑜𝑡ℎ*+(𝑥) = 40.5𝑥
7						

|𝑥| − 0.5
,8|"|:+

.)&(;#,$(                        (5) 
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of these, the regression target's coordinate, derived from the network, is 𝑦9,-.", while the real 
coordinate is 𝑦,-.". Four variables make up the coordinates: the height and width from the upper left 
corner, as well as the point coordinates (x, y). 
 
iii. Facial Landmark Localization 

 
In this task, similar to bounding box regression, the problem is handled like a regression task, 
minimizing the Euclidean losses for each sample Eq. (6) 
 

𝐿,<=!'>=;? = :𝑦9,<=!'>=;? − 𝑦,<=!'>=;?:
2
2                         (6) 

 
Here, the coordinated of the face acquired from the network are represented by, 𝑦9,<=!'>=;?, while 
representation of the real coordinates, is 𝑦,<=!'>=;?. Given that the face has five major points – 
corners of the mouth, two eyes and nose in Eq. (7)  
 
𝑦,<=!'>=;? ∈ 𝑅+@                               (7) 
 
2.3.4 Optimizer  
 

The CNN is trained jointly for multiple tasks using a joint loss function. The momentum-based 
stochastic gradient descent is used for overall optimization. 

 
2.3.5 Learning Rate 
 

The learning rate of the stochastic gradient descent algorithm is adjusted to modify the update 
rate of the network's weight parameters. 
       
3. Results  

 
The following information serves as the foundation for the research's experimental results: 

3.1 Dataset 
 

The public datasets used for this research have also been used by other researchers like Sikder et 
al., [13]  and Aminu and Ahmad [28]. 180 by 200 pixel photos of 153 different people are available in 
the Faces94 database [29]. The pictures have a green backdrop, different head slants and tilts, little 
face movement, and numerous stances. The 180 by 200-pixel photos in the Faces95 database [30] 
belong to 72 different people. These pictures have frontal positions because of flames and a red 
screen background. The 152 people's photos in the Faces96 database [31] have a 196 by 196-pixel 
resolution. Finally, the Grimace database [32] contains 180 by 200 pixel-resolution photos of 18 
different people. All the images were scaled down to a uniform resolution of 128 by 128 pixels so as 
to lessen photos size while maintaining the quality of the images. 
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3.2 Haar Cascade 
 

The Haar Cascade classifier will be used for the initial detection, to detect the region of interest in 
the images that are likely to have face, as it is efficient and lightweight. It stores the coordinates of 
the detected regions, and passes it to the CNN model. 

 
3.3 CNN model 
 

The identified regions by Haar Cascade, each pass through a pre-trained CNN model for face 
detection. It will then confirm whether region contains a face or not, discarding the false-negative 
and possibly providing a more precise bounding boxes, so as to increase the accuracy.   

Training and testing: The training and testing dataset taken from the four dataset face94, face95, 
face96 and Grimace, 20% of each dataset is used for testing and 80% is used for the training. The 
Faces94, Faces95, Faces96, and Grimace databases were used in this work to conduct facial parts 
detection, which are described in Table 1. Eq. (8) for detection accuracy is presented below 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100 − ABCDACC

7
                        (8) 

 
Table 1 
Face detection accuracy comparison 
Dataset FAR FRR Accuracy 

[13] proposed [13] proposed [13] proposed 
Faces94 4.67% 0.01% 6.53% 1.63% 94.40% 98.37% 
Faces95 0.00% 0.04% 7.41% 2.78% 96.29% 97.22% 
Faces96 3.53% 0.02% 5.73% 2.48% 95.37% 97.52% 
Grimace 0.00% 0.00% 7.19% 0.00% 96.41% 100% 
Essex face database [28] - 0.01% - 1.72% 95.34% ±0.41 98.27% 

 
Table 1 presents the False Acceptance Rate (FAR), False Rejection Rate (FRR), and overall accuracy 

of the proposed study. A comparison with the findings of Sikder et al., [13] and Sambhe and 
Deorankar [28], who employed Haar Cascade and Principal Component Analysis (PCA) and Locality 
Preserving Partial Least Squares Discriminant Analysis (LPPLS-DA) respectively, indicates that the 
proposed study consistently outperforms their methodology across all evaluated metrics. The 
detection rates for each database are illustrated in the accuracy graph depicted in Figure 3.  

 

 
Fig. 3. Bar chart for accuracy 

91.00%
92.00%
93.00%
94.00%
95.00%
96.00%
97.00%
98.00%
99.00%

100.00%
101.00%
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This bar chart visually contrasts the accuracy of the proposed method (highlighted in red) with 
that of Sikder et al., (shown in blue) and Sambhe and Deorankar (shown in green), both of whom 
utilized the same public datasets (Faces94, Faces95, Faces96, and Grimace). The results clearly 
demonstrate that the proposed method achieves superior accuracy compared to both the Sikder et 
al., approach, Sambhe and Deorankar and other traditional methods discussed in this paper. 
 
4. Conclusions 
 

In conclusion, the proposed face detection system utilizes Haar Cascade and Convolutional Neural 
Network (CNN) algorithms, which have been rigorously tested on four distinct databases: Faces94, 
Faces95, Faces96, and Grimace. This system has achieved impressive facial detection accuracy rates 
of 98.37%, 97.22%, 97.52%, and 100% for the Faces94, Faces95, Faces96, and Grimace databases, 
respectively. This research successfully addresses the critical gap in accurate identification, 
significantly mitigating the risks associated with unauthorized identification and impersonation. The 
findings demonstrate that the proposed system performs more effectively than both the Haar 
Cascade alone and the combination of Haar Cascade with PCA for face detection. 

Looking ahead, there are plans to enhance the system's capabilities to include human facial 
expression detection and recognition, and to evaluate its performance on real mobile devices to 
further bolster security applications. While this research has focused primarily on face detection 
using Haar Cascade and CNN, future work will explore a broader range of algorithms and metrics, 
applying these advancements in real-world scenarios. Additionally, there is an intention to evolve the 
system into a comprehensive face recognition model that can be employed for authentication 
purposes, thereby preventing unauthorized access. 
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