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As customers tendencies learn rapidly about online transactions due to the outbreak 
of the Covid-19 pandemic, fraudulent transactions that mimic legitimate transactions 
will continue to increase unabated. Over the years, fraudulent transactions have been 
committed but the supervised and unsupervised machine learning classifiers and fraud 
detection techniques could not stop the fraud from occurring at the onset. However, 
fraudulent cases are detected after post-occurrence thereby recognizing these 
techniques as non-smart detection models because fraud could only be detected using 
past data sets. Various fraud detection or classifier techniques using machine learning 
techniques such as decision trees, random forests, k-means, and neural networks have 
been studied. Also, the possibility of overfitting due to the branch growth associated 
with the decision trees is a classifier performance problem. The application of the 
probability axiomatic metric (PAM) to determine the accuracy of the models is a 
classification evaluation problem because of the relatively moderate error rate. To 
overcome the above shortfalls, we proposed a threshold Mahalanobis distance (TMD) 
classifier and adopted BETH as a performance evaluation metric.  The result revealed 
that TMD is comparable to neural network (NN), k-means, isolation forest, XGBoost, 
and random forest based on the credit card data set. The analysis showed that TMD 
and NN have higher efficiency compared to other classifiers. This study demonstrated 
that the TMD classifier is unique and could be applied to extract legitimate and 
illegitimate transactions from customer transaction data sets. The study concludes that 
TMD is robust and comparable to NN and the classification errors associated with BETH 
are minimal compared to PAM for both TMD and NN.  
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1. Introduction 
 

The outbreak of the Covid-19 pandemic and the subsequent lockdown increased the ways people 
interact and purchase vital everyday household items online. As a result of the lockdown, many 
people migrated to online purchases which have consequences due to privacy information theft and 
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fraudulent purchase and request. People have been defrauded through online transactions and 
romance scams via credit card information theft. 

Fraud classification (FC) is simply the process of separating legitimate and illegitimate 
transactions into different groups. Fraud classification is an unequal sample size problem because 
one group has majority items (legitimate transactions) and the other minority group (illegitimate 
transactions). As such FC problems consist of heavily skewed data sets. Fraudulent transactions are 
increasing as the rate of online transactions increases. The fraud classification problem is naturally 
skewed to the left (fraud) and legitimate transactions is skewed to the right (non-fraud). Credit card 
(CC) usage is increasing drastically, especially during the outbreak of Covid-19 and subsequent 
lockdown, surge in online and physical usage of CC for various degrees of transactions increased [1]. 
CC fraud is classified as financial fraud and other classes of fraud could be mentioned in healthcare 
[2], insurance [3], telecommunication and bankruptcy [4] to mention a few. Fraud classification 
models could be classified into the following machine learning classifiers, supervised [5], 
unsupervised [6], and hybrid [7]. 

Fraud often takes place when the fraud prevention mechanism is disrupted. Therefore, fraud 
detection becomes necessary to determine the antics of the fraudster to prevent future occurrences 
[8]. Fraud investigation consists of extremely large data sets due to the volume of online transactions 
taking place globally [9]. Therefore, detection and prevention are evolving because fraudsters 
continue to counter prevention mechanisms to remain active in criminality. Fraud can easily be 
detected when customers assign their cards to unique purchase requests, say using a card XZ for 
booking airline tickets, card YK for car purchases, and card DG for grocery only to mention a few. In 
this scenario, if card DG is used for the airline ticket, the card owner may reasonably assume that the 
card has been compromised. This is a simple way to detect a compromised credit card [8]. Another 
means to detect fraud is sudden destination and location variation in online transactions. 

Credit card data is naturally n>p problem which originates from ungrouped data by natural 
occurrence, this is true because all the transactions are assumed to be legitimate until classifiers are 
applied to perform group separation. When classifiers are applied, the output often appears as 
𝐺!(𝑛!) > 𝐺"(𝑛"),, where 𝐺# and 𝑛# , 𝑘 = 1,2 are the respective groups and sample sizes. In the 
unsupervised classification domain, which allows classifiers to separate objects into groups, the 
possibility of unequal sample size frequently occurs, and very impossible to have an equal sample 
size. Therefore, the process of transforming an unbalanced dataset into a balanced one negates the 
principles of unsupervised classifiers. It is possible to balance unequal data set for supervised 
classifiers because the structure of the data set is known. In most cases, the unsupervised classifiers 
classify ungrouped objects into the desired groups. Concurring with this concept, it is reasonable to 
conclude that the outcome of supervised classifiers often is unequal based on the sample size, but 
this concept is hidden in the classification domain, rather we focused mainly on the probability of 
correct classification instead of the sample size or number of the objects reclassified. Therefore, the 
output of the supervised classifier is reclassified and the sample size for the groups is unbalanced in 
most cases. Therefore, by classification, the supervised classifiers do confirmation classification while 
the unsupervised classifier separates the ungrouped objects into the respective groups based on the 
classifier decision benchmark.  This implies that unsupervised classifiers are efficient and smart in 
grouping objects. 

The existing fraud detection techniques often depend on supervised or unsupervised classifiers 
based on the nature of the data set. In which direct applications of the classifiers on the data set are 
considered. Therefore, this paper focused on a hybrid procedure in which the unclassed data set is 
classed by the unsupervised model, creating classes for the data set. This class creation allows the 
supervised classifiers to reclassify and confirm objects to the correct class, which is unsure in most 
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existing classifiers. These hybrid classifiers enable data partition and reconfirmation of objects that 
are lacking in existing classifiers. This process can be described as stage partition and reconfirmation 
technique. 
 
2. Literature Review 
 

It is vital to observe that among the various fraud detection models, none was able to detect 
fraud at the onset rather detection was done post-fraud based on data comparison or grouping using 
the various classifiers [10]. Previous studies revealed that an attempt has been made to develop a 
prediction model that could detect and prevent fraud. However, these precognitive prediction 
models still depend on previous data which invariably revealed that purchases or transactions could 
be classified as legitimate or fraudulent transactions after the process has been completed [11]. 

As online transactions are increasing, fraud associated with them will also increase [12]. The 
significant increase in fraudulent activities can be attributed to advancements in technology and the 
prevalence of online transactions, leading to significant financial losses [13]. As such, fraudulent 
purchases could be classified as legitimate (non-fraud) or illegitimate (fraud). Stealing associated with 
credit cards is increasing globally and exponentially [8,14].  As a result, various researchers and 
financial organizations are seeking efficient mechanisms to protect and decrease the rate of 
fraudulent online purchases based on the applications of efficient supervised, unsupervised, and 
hybrid machine learning algorithms. The artificial neural network (ANN) [15-17], unsupervised 
learning neural network [1], decision trees [18] and other supervised learning techniques have been 
deployed to detect fraudulent transactions [19-26]. The support vector machine [27], Adaboost, 
frequent item mining [12,28], isolation forest [29], and logistic regression [30], machine learning and 
deep learning [13,31-32], profiling and neural network [33] and artificial immune system (AIS) [34], 
Glass algorithm [35] and several other supervised and unsupervised classifiers have been applied to 
detect fraud [3,36-38]. Genetic algorithm and scatter search algorithm [39-41] have also been applied 
to classify transactions as legitimate or illegitimate. Several methods have been advanced and 
compared based on performance analysis and the outcome revealed that some of these machine 
learning or hybrid methods performed comparably [42-43]. The performance of the machine learning 
algorithms depends on the evaluation metric as such underperformance, overfitting, accuracy, and 
efficiency are associated with classification problems. To remedy the shortfalls, we proposed an 
unsupervised threshold classification model based on the Mahalanobis distance and adopted the 
BETH evaluation metric [44] to determine performance accuracy, efficiency and to compare the 
associated performance errors of PAM and BETH. 

This article is organized as follows. The next section contains the methodology. In this section, we 
described the threshold classification method using the Mahalanobis concept, the BETH metric was 
also mentioned followed by the performance errors based on the PAM and BETH evaluation metric. 
The data set description, discussion, and analysis of various machine learning classifiers on the credit 
card data set are presented in the following section. This section includes the performance analysis 
of five previous studies on credit card data classifications. The concluding remark is presented in the 
last section. 
 
 
 
 
 
 



Journal of Advanced Research in Computing and Applications 
Volume 37, Issue 1 (2024) 50-64 

53 
 

3. Materials and Methods  
 

In recent years, prediction, classification, and other machine-learning techniques have been 
applied to detect and analyze fraud in different categories [45-46]. Generally, a fraudulent 
classification problem (FCP) is a problem of unequal sample size. This is a classical problem that could 
be considered before selecting the most suitable classifiers to apply. In the statistical concept, the 
fraudulent transactions would reveal irregular data patterns compared to the legitimate transactions 
that would reveal regular patterns. In this case, fraudulent transactions are considered a noise or 
influential observation. Also, fraudulent transactions may show masking effects in such a way that 
the detective would be unable to identify that the transaction was fraudulent. Therefore, for group 
classification problems, legitimate transactions tend to contain robust information that aligned with 
the central limit theorem thereby resulting in better classification results than the fraudulent 
transactions group with less information which may also lead to a high misclassification rate [47]. 

 
3.1 Threshold Mahalanobis Distance (TMD) 

 
Let 𝑋$ 	(𝑖 = 1,2, … , 𝑛) be 𝑛 × 𝑝 data set which is assumed to be the legitimate transactions. Then 

at the onset, all transactions are assumed to be legitimate which is categorized into one group. 
However, as credit card owners initiate likely fraud attempts, all the information in 𝑋$  are evaluated 
to detect whether illegitimate transactions have occurred. In this case, 𝑋$  is assumed to contain 
legitimate and illegitimate transactions. This problem can be modeled as follows. 

 

∅ = 2𝑋$ − 4
∑ &!
"
!#$
'

56 (1) 

 
From Eq. (1) we obtain the following Eq. (2) and (3) 
 

∆=
(&!)*

∑ &!
"
!#$
" +,(&!)*

∑ &!
"
!#$
" +,

'

')!
= ∅∅'

')!
 (2) 

 
and  
 
𝜕 = 𝑖𝑛𝑣(∆) (3) 
 
Therefore,  
 
𝜋" = (∅ × 𝜕 × ∅.), 
𝜋 = ;(∅ × 𝜕 × ∅.) 

(4) 

 
Eq. (4) transforms the data set such that a threshold is required to detect if a fraudulent transaction 
is contained in 𝑋$.  To achieve this, 𝜒""(0.01) is applied as the threshold value. Hence the TMD 
classifier is described as  
 

𝛿 = @𝜋 < 𝜒""(0.01), 𝑛𝑓
𝜋 > 𝜒""(0.01), 𝑓

, (5) 
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where 𝑛𝑓 denotes nonfraudulent or legitimate transactions and 𝑓 is a fraudulent or illegitimate 
transaction. Eq. (5) can be described simply as assigning legitimate transaction if Eq. (6) is true 
 
𝜋 < 𝜒""(0.01) (6) 
 
otherwise, assign illegitimate transaction if Eq. (7) is valid 
 
𝜋 > 𝜒""(0.01) (7) 
 

Therefore, based on Eq. (6) and (7), the TMD method could classify the transaction types into two 
groups. This concept may be similar to the outlier detection concept enunciated by Murad and Pinkas 
[48] and the concept of purchase behavioral changes discussed in Cortes et al., [49] and Fawcett and 
Provost [50]. The TMD scheme may be similar to a workflow system in Gadi et al., [34] by scoring. 
 
3.2 Evaluation Performance 

 
Faraji [43] observed that the group with the larger sample sizes would have higher classification 

accuracy than the minority group. Due to the unequal sample sizes from the two classes, that is, 
legitimate and illegitimate transactions, as such Faraji [43] observed that accuracy as a performance 
evaluation criterion may result in poor performance analysis. Therefore, several researchers 
including Faraji [43] suggested that precision and recall based on the confusion matrix (CM) be 
applied as the evaluation metric. However, the use of accuracy as a performance metric [29,51] has 
gained attention in the classification and prediction literature [52]. In this study, we suggest that 
group classification strictly depends on the weight of the data set, we also adhere to classification 
information from CM. To solve the associated overfitting problem, we adopted accuracy and applied 
the benchmark threshold method (BETH) to enhance the classifiers' performance.   To evaluate the 
classifier's performance error, we compared the PAM with the BETH metric. 

Overfitting is a major performance problem in the classification domain. It is also an associated 
problem with decision trees [51]. In many n>p, p>n problems, the evaluation metric is mainly based 
on PAM, that is, 

 
𝜔 = 𝛼 − 𝜇, (7) 
 
where α denotes the BETH value and 𝜌 = 1, 
 
𝜀 = 𝜌 − 𝜇. (8) 
 
Eq. (9) and (10) describe BETH and PAM efficiencies, 
 
𝑒𝑓𝑓(𝛽) = /

0
× 100 (9) 

 
𝑒𝑓𝑓(𝛾) = /

1
× 100 (10) 

 
For comparative analysis of previous studies on the credit card data set, this study will adopt the 

reporting of the performance analysis of previous studies and compare the performance analysis 
with the benchmark threshold method (BETH). The BETH solves overfitting problems which are 
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common when accuracy is applied to analyze performance. Therefore, the comparison would reveal 
the robustness of the various studies based on the classifiers. 
 
3.3 Data Set 

 
The credit card data is well utilized data set in the classification domain. The credit card 

transactions data set was taken from the Kaggle website (https://www.kaggle.com/datasets/mlg-
ulb/creditcardfraud?resource=download) and has been analyzed by different researchers with 
different classifiers. It is an unequal sample size data set because the fraudulent transaction is in the 
minority and the legitimate transaction is majority respectively. Therefore, the data set is highly 
skewed. This data set consists of 284,807 transactions (Sample size, that is 𝑛 = 284,807, 𝑝 = 28) for 
two days period by credit card owners in Europe in September 2013 obtained by Dal Pozzolo et al. 
[53]. The 𝑝 = 28 variables are based on the principal component analysis which is restricted due to 
confidentiality. However, in this study the amount was the focused of the fraud classification. 
Previous studies have identified 492 illegitimate transactions and 284315 legitimate, respectively. In 
this study, we adopt the procedure explained in Figure 1 by Carcillo et al. [10] and apply the 
untransformed transaction amount to perform classification in order to detect legitimate and 
illegitimate transactions by the proposed TMD classifier. In general, a compromised credit card is 
mainly associated with the amount stolen or expended from the credit card. 

 
4. Results and Discussions 
 

Before we proceed, let discuss the following metric of measurement or performance as follows. 
Accuracy simply implies the exactness of the predicted value by the classifier. The idea of recall is 
that when the value of recall is above 0.5, it means that the true positive is well identified. The 
contrary is true for a recall value less than 0.5. On the other hand, precision measures the exact 
positive prediction. It is arguably sound to note that a higher precision generates a lower recall, and 
a higher recall generates a lower precision. Recall and precision can easily be manipulated via 
parameter tuning of the model [29] whereas accuracy is not manipulatable via parameter tuning. 
Accuracy gives better performance measures than recall and precision, hence the derivation of the 
BETH metric was developed from accuracy to obtain robust performance. The rest of this section 
focused on the comparative performance of different classifiers based on five previous research on 
the credit card data set. We also compared the efficiency and the metric errors. 

Fraud is ravaging the global space due to the rapid growth of online transactions. As online 
transactions grow exponentially so also fraudulent transactions grow exponentially. To solve these 
problems several fraud detection techniques have been proposed to detect fraud in real time but 
unfortunately, all classifiers are based on historical data to detect fraudulent transactions. The TMD 
proposed aligns with the existing classifiers but is hybrid in nature. Therefore, it can be applied to 
solve fraud problems in real time when the data is available. It has a wide range of applications in 
commerce, banking, telecommunication, romance scam, insurance scam and round tripping etc. But 
in this study, the focus is on credit card fraud which is an aspect of commercial fraud. 
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Table 1 is based on the results reported in Table 3 by Faraji [43]. The TMD was able to detect 
284317 (99.83%) legitimate transactions and 490 (0.17%) fraudulent transactions. The TMD classifier 
revealed comparable performance with decision trees, XGBoost and random forest and 
outperformed the logistic regression and KNN. The average classifier efficiency is in Table 1 for BETH 
(0.9591) and PAM (0.9397).  Figure 1a contains the classifiers' error with TMD with minimum error 
compared to other classifiers and Figure 1b compares the efficiency of the different classifiers. 

 
Table 1 
Comparative performance analysis of credit card data (Table 3) in Faraji [43] 
Classifier Accuracy(𝜇) BETH(𝛼) 𝑒𝑓𝑓(𝛽)  𝑒𝑓𝑓(𝛾)  ERROR(𝜔) BAS ERROR(𝜀) 
Decision trees 0.9900 0.9951 0.9949 0.9900 0.0051 0.0100 
XGBoost 0.9900 0.9951 0.9949 0.9900 0.0051 0.0100 
Random forest 0.9900 0.9951 0.9949 0.9900 0.0051 0.0100 
Logistic regression 0.8100 0.9377 0.8638 0.8100 0.1277 0.1900 
KNN 0.8600 0.9482 0.9070 0.8600 0.0882 0.1400 
TMD 0.9983 0.9992 0.9991 0.9983 0.0009 0.0017 

 

 
Fig. 1a. Comparative error analysis for credit card data using different classifiers 

 

 
Fig. 1b. Comparative classifiers efficiency 
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Further, we shall consider the performance analysis of several classifiers discussed in Mishra and 
Ghorpade [47] in Table A with the TMD classifier for the credit card data. The result in Table 2 
demonstrated that TMD outperformed the other methods.  Figure 2a shows that TMD has minimum 
error compared to other classifiers and Figure 2b contains the classifiers efficiency values. In Figure 
2b, we observed patterns different from Figure 1b. 

 
Table 2 
Comparative performance analysis of credit card data (Table A) in Mishra and Ghorpade [47] 
Classifier Accuracy(𝜇) BETH(𝛼) 𝑒𝑓𝑓(𝛽)  𝑒𝑓𝑓(𝛾)  ERROR(𝜔) BAS ERROR(𝜀) 
Stacked 0.9570 0.9803 0.9762 0.9570 0.0233 0.0430 
Logistic regression 0.8909 0.9567 0.9312 0.8909 0.0658 0.1091 
Gradient boosted trees 0.9620 0.9824 0.9792 0.9620 0.0204 0.0380 
Random forest 0.9738 0.9876 0.9860 0.9738 0.0138 0.0262 
SVM 0.9411 0.9739 0.9663 0.9411 0.033 0.0589 
TMD 0.9983 0.9992 0.9991 0.9983 0.0009 0.0017 

 

 
Fig. 2a. Comparative error analysis for credit cards data using different classifiers 

 

 
Fig. 2b. Comparative classifiers efficiency 
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Table 3 contains other results by Gowda [12] on different classifier's performance on credit card 
data. In Table 3, the K means and TMD performed equally followed by local outlier factor and 
isolation forest. In Figure 3a, K means and TMD has a smaller error rate than logistic regression, 
random forest, and SVM, while Figure 3b revealed the classifiers' efficiencies. Figure 3b 
demonstrated a unique pattern from Figure 1b and Figure 2b. 

 
Table 3 
Comparative performance analysis of credit card data (Table 1) in Gowda [12] 
Classifier Accuracy(𝜇) BETH(𝛼) 𝑒𝑓𝑓(𝛽)  𝑒𝑓𝑓(𝛾)  ERROR(𝜔) BAS ERROR(𝜀) 
Local outlier factor 0.9967 0.9984 0.9983 0.9967 0.00165 0.0033 
Logistic regression 0.9703 0.9852 0.9849 0.9703 0.01485 0.0297 
K means 0.9982 0.9991 0.9991 0.9982 0.0009 0.0018 
Random forest 0.9715 0.9856 0.9857 0.9715 0.01425 0.0285 
Isolation forest 0.9967 0.9984 0.9983 0.9967 0.00165 0.0033 
SVM 0.9849 0.9925 0.9923 0.9849 0.00755 0.0151 
TMD 0.9983 0.9992 0.9991 0.9983 0.0009 0.0017 

 

 
Fig. 3a. Comparative error analysis for credit cards data using different classifiers 

 

 
Fig. 3b. Comparative classifiers efficiency 
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Table 4 contains the comparative performance of various classifiers reported in Table 3 by Rai 
and Dwivedi [1]. The analysis revealed that the Neural network outperformed other classifiers. In 
Figure 4a, the Neural network classifier has the smallest error rate followed by TMD and Figure 4b 
has a unique shape indicating a different performance pattern from Figure 1b to Figure 3b. 

 
 

Table 4 
Comparative performance analysis of credit card data (Table 3) in Rai and Dwivedi [1] 
Classifier Accuracy(𝜇) BETH(𝛼) 𝑒𝑓𝑓(𝛽)  𝑒𝑓𝑓(𝛾)  ERROR(𝜔) BAS ERROR(𝜀) 
Local outlier factor 0.9800 0.9904 0.9895 0.9800 0.0104 0.0200 
Neural network 0.9987 0.9994 0.9993 0.9987 0.0007 0.0013 
k-means clustering 0.9975 0.9986 0.9989 0.9975 0.0011 0.0025 
Auto encoder 0.9700 0.9859 0.9839 0.9700 0.0159 0.0300 
Isolation forest 0.9800 0.9904 0.9895 0.9800 0.0104 0.0200 
TMD 0.9983 0.9992 0.9991 0.9983 0.0009 0.0017 

 

 
Fig. 4a. Comparative error analysis for credit cards data using different classifiers 

 

 
Fig. 4b. Comparative classifiers efficiency 
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Table 5 contains the performance of four classifiers reported in Table 1 by Khare and Yunus 
Sait [35]. The result showed that the TMD performed better followed by random forest and logistic 
regression. Figure 5a revealed that TMD has a minimum error rate compared to other classifies and 
Figure 5b demonstrated various patterns different from that of Figure 1b to Figure 4b. It showed 
that some of the classifiers performed above the average values. 

 
Table 5 
Comparative performance analysis of credit card data (Table 1) in Khare and Yunus Sait [35] 
Classifier Accuracy(𝜇) BETH(𝛼) 𝑒𝑓𝑓(𝛽)  𝑒𝑓𝑓(𝛾)  ERROR(𝜔) BAS ERROR(𝜀) 
Logistic regression 0.9770 0.9890 0.9879 0.9770 0.0120 0.0230 
Random forest 0.9860 0.9932 0.9928 0.9860 0.0072 0.0140 
SVM 0.9750 0.9881 0.9867 0.9750 0.0131 0.0250 
Decision trees 0.9550 0.9795 0.9750 0.9550 0.0245 0.0450 
TMD 0.9983 0.9992 0.9991 0.9983 0.0009 0.0017 

 

 
Fig. 5a. Comparative error analysis for credit cards data using different classifiers 

 

 
Fig. 5b. Comparative classifiers efficiency 
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Based on five previous studies on the credit card data set using different machine learning 
classifier, the neural network (NN) 99.87% [1] was superior to other classifiers followed by K means 
99.82% [12], K mean clustering 99.75% [1], isolation forest, local outlier factor 99.67% [12], decision 
trees, XGBoost and random forest 99.00% [43] while KNN 86% and logistic regression 81% [43] are 
the least performed classifiers from the previous studied reported in this paper. Like the neural 
network classifier, the TMD method was able to detect 99.83% legitimate transactions and 0.17% 
fraudulent transactions. Therefore, based on this study, the performance difference between NN and 
TMD is 0.04%. Hence the performance is comparable for the credit card data set. The comparative 
error analysis indicates that for BETH and PAM evaluation metrics, the NN has 0.07% for BETH and 
0.13% for PAM followed by TMD with 0.09% for BETH and 0.17% for PAM respectively. Therefore, 
NN has the smallest error rate followed by TMD. From the analysis, the BETH metric showed better 
efficiency than PAM, though the different classifiers demonstrated different performance patterns. 

From the above comparative analysis, reeling on the different classifier’s performance validates 
the data dependency theory which states that the performance of any classifier depends on the 
nature of the data set. This validation corroborates the effects and susceptibility of the classifier to 
outliers and class-unbalanced sample sizes.  It is vital to state that an unbalanced data set and outliers 
enhance the underperformance of some classifiers while other classifiers are robust against outliers 
and unequal sample sizes. Therefore, these are some critical reasons for some classifiers 
outperforming other classifiers which was evident in this comparative analysis.  

 
5. Conclusions 
 

This study investigated different supervised and unsupervised machine learning classification 
models for fraud classifications using credit card data. The study revealed different performance 
analyses for the different classifiers. The outcome of this study based on five previous research 
demonstrated that the neural network outperformed other classifiers followed by the TMD. The NN 
and TMD error rate based on BETH is minimal compared to the error rate due to PAM. This study 
affirmed that the various machine learning classifiers indicated varying patterns in the credit card 
data set. Therefore, this study concludes that TMD is very suitable to do fraud classification. 
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