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One of the challenging research in real-time applications like video surveillance, 
automated surveillance, real-time tracking, and rescue missions is Human Action 
Recognition (HAR). In HAR complex background of video, illumination, and variations 
of human actions are domain-challenging issues. Any research can address these issues 
then only it has a reputation. This domain is complicated by camera settings, 
viewpoints, and inter-class similarities. Uncontrolled environment challenges have 
reduced many well-designed models' performance. This paper aims to design an 
automated human action recognition system that overcomes these issues. Redundant 
features and excessive computing time for training and prediction are also issues. We 
propose hybrid model having four modules: the first one is Encoder-Decoder Network 
(EDNet) need to extract deep features. The second one is an Improved Scale-Invariant 
Feature Transform (iSIFT) needs to reduce feature redundancy. The third one is 
Quadratic Discriminant Analysis (QDA) algorithm to reduce feature redundancy. The 
fourth one is the Weighted Fusion strategy to merge properties of different essential 
features. The proposed technique is evaluated on two publicly available datasets, 
including KTH action dataset and UCF-101, and achieves average recognition accuracy 
of 94% and 90%, respectively. 
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1. Introduction 
 

The video surveillance or closed-circuit television (CCTV) technology [1,2] is used for better video 
quality, lower cost and secure communications. Hence the number applications are increased using 
CCTV in monitoring and recognition of many human action recognitions (HAR). The CCTV collects 
huge size of raw data and target is ubiquitously [3]. Indeed, target human action recognition has 
significant and essential. HAR lets machines look at data from sensors and multimedia to figure out 
what people are doing. In the early 1990s, Foerster et al., showed that HAR was accurate more than 
95% of the time [4]. Researchers are trying to improve HAR systems because of how quickly 
smartphones, wearable devices, and CCTV 15 systems are getting better. HAR is used in surveillance 
systems [5,6], behaviour analysis [7], gesture recognition [8–10], patient monitoring systems [11,12], 
ambient assisted living (AAL) [13,14], and different healthcare systems [15,16]. When it comes to 

                                                           
* Corresponding author. 
E-mail address: sriganes@sgacademy.edu.my (Sri Ganes Palaniapan) 
 



Journal of Advanced Research in Computing and Applications 

Volume 33, Issue 1 (2023) 7-21 

8 
 

patients, their daily activities need to be tracked so that clinicians can get up-to-date reports and give 
patients real-time feedback about their progress. Based on the type of data that is processed, HAR 
can be split into vision-based HAR and sensor-based HAR [17,18]. The first one looks at pictures or 
videos from optical sensors [6,19], and the second one looks at raw data from wearable and 
environmental sensors [8,15]. Optical sensors are different from other types because of the data 
type. Optical sensors can make data in 2D, 3D, and video, while wearable sensors can only make data 
in 1D. Sensor-based HAR includes things like wearable devices that can track activities like sitting, 
jogging, running, and sleeping [20]. A sensor doesn't work when a subject is out of range [21] or does 
something that can't be figured out [28]. Vision-based HAR systems have been using CCTVs for a long 
time [6]. Video analysis has been used to study systems that can recognise gestures and activities 
[12,23]. This topic is also helpful for security, surveillance, and interactive applications. In recent 
years, most research has been done on HAR that is based on vision because it is cheaper and easier 
to get than data from sensors. So, this study only looks at a small part of HAR studies that are based 
on vision. 
 

 
Fig. 1. Human activity recognition framework. A) Data collection B) video pre-processing C) 
extracting of the features using deep learning frameworks. D) Activity recognition 

 
1.1 Real Time Applications 
 

In the last decade, the number of HAR publications has grown significantly, and each study 
focuses on a specific activity or behavior. 

i. Security and surveillance [24]: In this research, identifying of potential suspicious activity and 
rising of alarm. 

ii. Healthcare [14] : Identifying  of daily activities using smart watch and smart phones with high 
accuracy  

iii. Autonomous driving [25] : Classification of driver activity using head and eyes status 
iv. Human-robot interaction [26]: designing of algorithm for automatic record the video and 

classify the human expressions and make robot interaction more precisely. 
v. Smart home [27]: In framing of smart home system with features like  privacy, reusable, 

applicability and scalability 
vi. Entertainment [28]: identifying of group activity with low features and achieve the good 

performance regardless of surrounding conditions.  
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Machine learning (ML) approaches like random forest, Bayesian networks, Markov models, and 
support vector machine have been utilized to handle the HAR problem for a long time. Traditional 
machine learning techniques function well with limited data. Inefficient and time-consuming, they 
require many hand-made pre-processing stages [35]. Shallow characteristics make learning in tiny 
steps and independently difficult [35,36]. Deep learning has gained popularity because it can detect 
and recognize objects, classify photos, and interpret natural language [37–40]. Deep learning 
automatically extracts abstract features over numerous buried layers. This framework works for 
unsupervised and reinforcement learning [41, 42]. Deep learning-based HAR frameworks are new. 
Oyedotun et al., taught CNN using static ACPI Source Language (ASL) hand movements [9]. Figure 2 
depicts pre-processing and feature extraction.  
 

 
Fig. 2. Basic modules in human action recognition 

 
The rest of the paper is organized as follows: the second section discuss about literature survey 

of human action recognition. The third section presents the proposed model of EDNet with iSIFT and 
QDA. And then in section four and five gives proposed model and respective conclusions are 
mentioned. 

 
2. Literature Review  
 

Visual Geometry Group (VGG 16), ResNet 152, Inception v3, and Inception ResNet v2 are Deep 
CNN models. Removing the top classification layer produces a vector of CNN model features. The 
CNN model's spatial features are given to Long Term Short Memory (LSTM) for action classification. 
LSTM [43] is Python Keras RNN [8]. Shuiwang Ji et al., used 3D convolution to recognise video actions 
[7]. The architecture employs two adjacent video frames to create data channels. Each channel 
undergoes convolution and subsampling. The final feature representation was the sum of all 
channels. Y. Wan et al., [44] suggested a 2-stream convolutional network for spatiotemporal features 
(LSF CNN). LT-Net gets layered RGB images. ST-Net uses two adjacent frames for optical flow. Linear 
Support Vector Machine (SVM's) fully connected layer combines spatial and temporal data. Y. Han et 
al., [1] employed global spatial attention (GSA) to obtain human activity data. The accumulative 
learning curve (ALC) model weights each intermediate learning outcome to demonstrate which 
frames are most essential. LSTM's action recognition architecture uses human skeletal joints, GSA, 
and ALC. Andrej Karpathy [8] created context and fovea streams. Context frames have half the 
original resolution, while fovea frames have the full resolution. The paper analyses each movie as a 
bag of short, fixed-length segments to characterise Early Fusion, Late Fusion, and Slow Fusion. Single-
frame CNN uses space-time patterns.  
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3. Proposed Model 
 

The proposed model description having following modules and description as follows.  
 

3.1 Feature Extraction by Encoder  
 

Recurrent Convolution Nueral Network (R-CNN) can find objects, and frame content can be 
considered regions of interest (ROI). Each ROI has a fully convolutional neural network and a fixed-
size bounding box. Final fixed-feature map has linked layers (FCs). The Decoder predicts saliency 
values using low rank and margin regularizations to increase classification accuracy. This research 
uses Fast R-CNN to extract saliency features. Super-pixel segmentation preserves image edges and 
eliminates hollow maps. Figure 1 depicts feature extraction. First, the ResNetnetwork calculates a 
feature map from an image; second, because the original size of the feature map is small, a De-
convolution layer is used to make it bigger and help the Roi projection, which projects the bounding 
box of each super-pixel to the 100 feature map; finally, the cropped features are pooled into a fixed 
size by the Roi pooling layer; we then introduce a super-pixel attention mechanism. Some non-
important body components may look important, while important body parts may look different and 
be missed. Human vision prevents mistakes by glancing around. Neural networks can replicate this 
by expanding each super-perception pixel's field and reducing confusion. 
Here ai output layer and it is calculated using following Eq. (1). 
 

𝑎𝑖 =   ∑

𝑗 ∈𝑀(𝑖)

𝛿𝑖𝑗 . 𝑓𝑗 (1) 

 
Where M(i) is neighbor of the ith super pixel. Fj is feature vector and 𝛿𝑖𝑗 is coefficient which is 

calculated using 
 

𝛿𝑖𝑗  =  
𝑒𝑆𝑖𝑚𝑖𝑗

∑𝑗∈𝑀(𝑖) 𝑒𝑆𝑖𝑚𝑖𝑗
 ,   𝑆𝑖𝑚𝑖𝑗 =  𝑓𝑖

𝑇 . 𝑀𝑓𝑖  (2) 

 
Where M is the weight matrix of fully connected layer, Simij is the similarity between two feature 

vectors. The attention scope of each super-pixel is limited in its adjacent neighbors, resulting in a 
sharp reduction in the times of similarity comparison compared to the conventional global mode. 

 
3.2 Action Recognition using Decoder  
 

Structure of bidirectional LSTMs: the proposed bidirectional LSTMs is designed using basic LSTM. 
The cell structure and pre-requisites are as follows. 

 
𝑓𝑖 =  𝜎 ( 𝑊𝑓 . ℎ𝑡 +  𝑈𝑓 . 𝑦𝑡−1 + 𝑏𝑓) (3) 

𝑖𝑡 =  𝜎 ( 𝑊𝑖. ℎ𝑡 +  𝑈𝑖. 𝑦𝑡−1 +  𝑏𝑖) (4) 
𝑔𝑡 =  𝑡𝑎𝑛ℎ ( 𝑊𝑔. ℎ𝑡 +  𝑈𝑔. 𝑦𝑡−1 +  𝑏𝑔) (5) 

𝑜𝑡 =  𝜎 ( 𝑊𝑜. ℎ𝑡 +  𝑈𝑜 . 𝑦𝑡−1 +  𝑏𝑜) (6) 
𝑐𝑖 =  𝑓𝑡  ° 𝑐𝑡−1 +  𝑖𝑡 °𝑔𝑡 (7) 
ℎ𝑡 =  𝑜𝑡 °  𝑡𝑎𝑛ℎ (𝑐𝑡)  (8) 
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Where f is forget, I is the input, o is the output and g is the gates of data processing. 𝜎 is sigmoid 
function, c and h is the cell and hidden state.  

In order to collect spatial information, this paper using two bidirectional LSTMs are used. One for 
segmented and another one is the skipping LSTMs. These two layers used for extracting the internal 
relation in different directions.  
The proposed LSTM used in the decoder as first layer and its structure is formulated as follows; 
 

𝑓𝑖 =  𝜎 ( 𝑊𝑓 . 𝑥𝑡 +  𝑈𝑓 . ℎ𝑡−1 +  𝑏𝑓) (9) 

𝑖𝑡 =  𝜎 ( 𝑊𝑖. 𝑥𝑡 +  𝑈𝑖. ℎ𝑡−1 +  𝑏𝑖) (10) 
𝑠𝑡 =  𝑓𝑀𝑢𝑙𝑡𝑦  ( 𝜎 ( 𝑊𝑠. 𝑥𝑡 +  𝑈𝑠. ℎ𝑡−1 +  𝑏𝑠) (11) 

𝑔𝑡 =  𝑡𝑎𝑛ℎ ( 𝑊𝑔. 𝑥𝑡 +  𝑈𝑔. ℎ𝑡−1 +  𝑏𝑔) (12) 

𝑜𝑡 =  𝜎 ( 𝑊𝑜. 𝑥𝑡 +  𝑈𝑜 . ℎ𝑡−1 +  𝑏𝑜) (13) 
𝑐𝑖 =  𝑓𝑡  ° 𝑐𝑡−1° (1 − 𝑆𝑡−1 +  𝑖𝑡 °𝑔𝑡 (14) 
ℎ𝑡 =  𝑜𝑡 ° 𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝑐𝑡 ) (15) 

 
The symbols meaning is same as basic LSTM cell. Here segmented gate is introduced (st) to find 

image boundaries.  FMulty is used for classifying n human actions recognition.  
Another LSTM is used to skip the states having similar features. The internal structure of this as 

follows: 
 

𝑓𝑖 =  𝜎 ( 𝑊𝑓 . 𝑥𝑡 +  𝑈𝑓 . ℎ𝑡−1 +  𝑏𝑓) (16) 

𝑖𝑡 =  𝜎 ( 𝑊𝑖. 𝑥𝑡 +  𝑈𝑖. ℎ𝑡−1 +  𝑏𝑖) (17) 
𝑝𝑡 =  𝑓𝑀𝑢𝑙𝑡𝑦  ( 𝜎 ( 𝑊𝑝. 𝑥𝑡 +  𝑈𝑝. ℎ𝑡−1 +  𝑏𝑝) (18) 

𝑔𝑡 =  𝑡𝑎𝑛ℎ ( 𝑊𝑔. 𝑥𝑡 +  𝑈𝑔. ℎ𝑡−1 +  𝑏𝑔) (19) 

𝑜𝑡 =  𝜎 ( 𝑊𝑜. 𝑥𝑡 +  𝑈𝑜 . ℎ𝑡−1 +  𝑏𝑜) (20) 
𝑐𝑖 =  𝑓𝑡  ° 𝑐𝑡−1° (1 − 𝑆𝑡−1 +  𝑖𝑡 °𝑔𝑡 (11) 
ℎ𝑡 =  𝑜𝑡 °  𝑡𝑎𝑛ℎ (𝑐𝑡 ) (22) 

 
All symbols meaning is same as previous. The additionally pt is added where this is the skipping 

gate used to determine whether state is update or copied from previous state.  
There are four (4) steps, including a) deep feature extraction using Encoder-Decoder Network 

(EDNet); b) local feature extraction using improved Scale-Invariant Feature Transform 
(iSIFT), Quadratic Discriminant Analysis 

The Scale Invariant Feature Transform (SIFT) has four steps namely: 
 

i. Extreme localization 
ii. Key points accurately positioning 

iii. Orientation assignment  
iv. Key point descriptor formation. (For more details, please refer to [1] and [2]) 

 

3.2.1 Extreme localization 
 

The SIFT is basically depends on finding the extreme of scale-space of image. The scale-space of 
frame is defined as E(x,y,σ)  which can be obtained by variable scale Gaussian kernel G(x,y,σ) of image 
I(x,y). DoG concept is used for extracting extreme of frame as follows: 
 

𝐷 = 𝐸(𝑥, 𝑦, 𝑘𝜎) − 𝑒(𝑥, 𝑦, 𝜎) (23) 
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Here non-maxima suppression (NMS) used where need to compare 26 pixels.  
 
3.2.2 Key point accurately-positioning  
 

Here unstable extrema points will be rejected. The unstable extrema points are defined with low 
contrast and these points can be find using Taylor expansion of the scale-space function D(x,y,σ) at 
extrema point (x0,y0).  
 

𝐷(𝑥, 𝑦, 𝜎) = 𝐷(𝑥0, 𝑦0, 𝜎) +  
𝑑 𝐷𝑇 

𝑑 𝑋0
 𝑋 +   

𝑑2 𝐷𝑇 

𝑑 𝑋0
2  (24) 

 
Derivate above equation and equate to 0 then Xmax will be obtained. 
 

𝐷(𝑥, 𝑦, 𝜎) = 𝐷(𝑥0, 𝑦0, 𝜎) +  
𝑑 𝐷𝑇 

𝑑 𝑋0
 𝑋 +   

𝑑2 𝐷𝑇 

𝑑 𝑋0
2  (25) 

 
The D (Xmax) is less than certain threshold then accept it otherwise reject it.  
 
3.2.3 Orientation assignment  
 

The third step is orientation assignment. This can be done using gradient magnitude and 
orientation of the magnitude and these factors can be calculated using following equation below. 
 

𝑀(𝑥, 𝑦) =  √𝐸(𝑥 + 1, 𝑦) − 𝐸(𝑥 − 1, 𝑦)2 − 𝐸(𝑥, 𝑦 + 1) − 𝐸(𝑥, 𝑦 − 1)2 (26) 

  

𝜃(𝑥, 𝑦) = (
𝐸(𝑥, 𝑦 + 1) − 𝐸(𝑥, 𝑦 − 1)

𝐸(𝑥 + 1, 𝑦) − 𝐸(𝑥 − 1, 𝑦)
 (27) 

 
3.2.4 Key point descriptor formation and matching 
 

128 feature vectors are computed from 16*16 pixels. Find the Euclidean distance between each 
image's key points. If the nearest distance to second nearest distance ratio is below a threshold, 
accept the matching points. 

 
3.3 Improved SIFT (iSIFT)  
 

For each key point, find the gradient values in both vertical and horizontal directions in a 41x41 
frame patch. So, a 3042 (39x39x2) dimensional vector is obtained.  For example p is number of key 
points, then p*3042 dimensional matrix is formed.  The edge effect is efficiently removed by 
multiplying weight value w (i,j).  
 

𝑤(𝑖, 𝑗 ) = 𝑒𝑥𝑝 (−(𝑖 − 𝑥)2 (𝑖 − 𝑦)2/  𝜎2 (28) 
 

i,j are horizontal and vertical coordinates of key point and  𝜎  scale parameter of the key point.  
To perform dimensionality reduction principle component analysis (PCA) is used which is 
computationally effective. Rather than Euclidean distance, in this paper used weighted values to find 
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high Eigen vectors for each descriptor. By taking of co-efficient 0.7 and 0.3, the d value is calculated 
using following equation. 

 

𝑑 =  𝛼 √∑

𝑖

(𝑎𝑖 − 𝑏𝑖)2 +  𝛽 ∑

𝑖

(𝜎1 − 𝜎2)2  (29) 

 
The improved SIFT (iSIFT) is well performed in three aspects like: rotation, scale-transformation 

and robustness to noise. 
 

3.4 Linear Discriminant Analysis (LDA) 
 

Take any classification problem, it can be donoted by Bayes Probability distribution P(Y=k| X=x). 
LDA can model X distribution for given predicted class(Y) 
 

𝑃(𝑌 = 𝑘 |𝑋 = 𝑥 ) =  
𝑃(𝑌 = 𝑘 |𝑋 = 𝑥 ).  𝑃(𝑌 = 𝑘)

𝑃(𝑋 = 𝑥)
 

                                   = 
𝑃(𝑋=𝑥 |𝑌=𝑘 ).  𝑃(𝑌=𝑘)

∑𝐾
𝑗=1 𝑃(𝑋=𝑥|𝑌=𝑗 ).  𝑃(𝑌=𝑗)

 

 

(30) 

In LDA, the multivariate Normal distribution that is given by Eq. (31) 
 

𝑓𝑘 (𝑥) =  
1

(2𝜋)2  |𝜗|1/2
 𝑒−

1
2     (𝑥 − 𝜇𝑘 )

𝑇  𝜗−1 ( 𝑥 − 𝜇𝑘 ) (31) 

 
Where 𝜇𝑘  is mean of examples of category k and 𝜗 covariance of all categories. The Eq. (31) can 

rewrite with some assumptions as follows: 
 

𝑃(𝑌 = 𝑘 |𝑋 = 𝑥 ) =  

𝜋𝑘   
1

(2𝜋) 𝑝/2  |𝜗|1/2   𝑒−
1
2     (𝑥 − 𝜇𝑘 )

𝑇  𝜗−1 ( 𝑥 − 𝜇𝑘 )

∑𝐾
𝑗=1

1
(2𝜋) 𝑝/2  |𝜗|1/2 𝑒−

1
2     (𝑥 − 𝜇𝑗 )𝑇  𝜗−1 ( 𝑥 − 𝜇𝑗 ) 

 (32) 

 
We will get decision boundary by taking of log. 
 

𝛿𝑘 (𝑥) = 𝑙𝑜𝑔 𝑙𝑜𝑔 𝜋𝑘 −
1

2
  𝜇𝑘

𝑇  𝜗−1 𝜇𝑘 + 𝑥𝑇  𝜗 . 𝜇𝑘 (33) 

 
For multi-class classification, need to estimate mean, variance and prior proportions and  

(
𝑝

2
) . 𝐾 =  

𝑝(𝑝−1)

2
 𝐾. 
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3.5 Quadratic Discriminant Analysis (QDA)  
 
It is similar to LDA, but we relaxed the assumption that all classes have equal mean and 

covariance. So we had to estimate it discretely. The covariance matrix for each class y is given by: 
 

𝜗𝑘 =  
1

𝑁𝑦 − 1
  ∑

𝑦𝑖 =𝑦 

(𝑥𝑖 −  𝜇𝑦 )( 𝑥𝑖 − 𝜋𝑦)𝑇 (34) 

 
By taking log both sides 
 

𝜗𝑘 =  
1

𝑁𝑦 − 1
  ∑

𝑦𝑖 =𝑦 

(𝑥𝑖 −  𝜇𝑦 )( 𝑥𝑖 − 𝜋𝑦)𝑇 (35) 

 

Figure 3 clearly demonstrates the complete module description of proposed model.  
 

 
Fig. 3. The complete architecture of proposed model 
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4. Results and Discussions 
 

Human action dataset KTH3 [45] is popular. The resolution is 160x120 and 6 video activities 
(walking, jogging, running, boxing, hand-waving and handclapping). Video classification uses 100 
frames (Table 1). UCF Sports is an early actions recognition dataset [46]. It combines sports moves. 
The collection includes 150 720x480 films of 10 human behaviours. This dataset's frames vary by 
video. Each video has 30-130 frames. Maximum frames per input video, learning rate, frame size, 
batch size, and max. Table 1 lists Epoch numbers. 

 
Table 1  
The experimental setup of proposed method 
Parameters Values 

No. of frames N=100 

Size of frame 224x224x3 

Learning rate 0.01 

The batch size 62 
Maximum epochs 40 

 
4.1 Performance Parameters  
 

F1 score is the weighted average of Precision and Recall. Therefore, this score takes both false 
positive samples and false negative samples into account. The accuracy is calculated using Eq. (36). 

The performance metrics are: sensitivity (St), specificity (Spt), precision (Pre), Accuracy (Ac), and 
F-score (FS). These metrics are derived from confusion matrix and respective equations are written 
below: 
 
Accuracy=(True Positive + True Negative) / ((True Positive + false negative)+(false Positive+ 
True Negative)) 

(36) 

Se=  (True Positive)/(True Positive+FalseNegative) (37) 
Sp=  (True Negative)/(True Negative +False Positive) (38) 
Pr=  (True Positive)/(True Positive+FP) (39) 
F_Score=  (2*True Positive)/(2*True Positive +False Positive +False Negative) (40) 

 
Where True positive (TP) reflects the classification of positives, such as cancer, and true negative 

(TN) represents the classification of negatives, such as infection. Furthermore, false positive (FP) 
reflects samples that have been erroneously identified, and false negative (FN) indicates cancer 
images that have been labelled as normal. 

For model training, we used 100 input frames, 32 GRU hidden nodes, 64 batch size, 40 epochs, 
categorical cross-entropy as the loss function, and Stochastic Gradient Descent as the optimizer. KTH 
dataset video classification accuracy was 93% with Softmax activation in the output layers. 
Furthermore, to improve the performance of proposed method, two datasets are combined and form 
a 300 videos. From KTH dataset 150 plus UCF sports 150 videos. To extract potential features from 
the frame used iSIFT and multi-class GDA is used to reduce the feature dimensionality and classify 
the human action of the frame. To find accuracy and loss of training and validation sets used Softmax. 
The purpose of this paper is to classify the n human actions for each dataset used as input.  
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Table 2  
Classification rate of proposed model for each class of human action in KTH dataset 
Models Walking Jogging Running Boxing Hand-waving Handclapping 

Standard CNN [47] 0.73 0.77 0.75 0.74 0.76 0.80 

VGG-16 [48] 0.76 0.72 0.73 0.80 0.80 0.78 

ResNet-152 [49] 0.76 0.73 0.69 0.70 0.70 0.73 

Inception_v3 [50] 0.79 0.69 0.70 0.69 0.69 0.71 
Inception_ResNet_v2 
[51] 0.84 0.79 0.82 0.84 0.79 0.85 

Improved EDNet+iSIFT 0.86 0.81 0.87 0.86 0.89 0.89 

 

This paper tested many CNN models for human activity classification. The Table 2 shows 
respective classification rate of proposed model and other models. This table values indicates 
classification rate of each and every human action of KTH dataset namely: Walking, Jogging, Running, 
Boxing, Hand-waving and Handclapping. The models experimented are: Standard CNN, VGG-16, 
ResNet-152, Inception_v3, and Inception_ResNet_v2. The proposed model used local features and 
deep features of EDNet and then classified each human action. The Table 2 shows respective 
classification rates of each model with respect to each action. The proposed model shown high 
classification rates for simple human actins like walking, jogging and running. For complex human 
activities like boxing, hand waving and hand clapping obtained less classification rates. Out of the all 
actions walking activity showing high classification rate. For boxing action got less classification rate.  

Table 3 show classification rate of proposed model about UCF sports dataset. This dataset having 
of 10 classes of videos namely: Driving- Side, Golf-Swing, Kicking-Front, Lifting, Riding-Horse, Run-
side, Skateboarding-front, Swing-Bench, Swing-side angel, Walk-front and Driving- Side. The 
proposed model showing high classification rate for human actions like walking-front and lifting. It is 
clear that if the human action is simple in the frame the proposed model sowing high performance. 
For complex activities also the proposed model showing satisfactory results.   

 
Table 3 
Classification rate of proposed model for each class of human action in UCF dataset 
Models Driving- 

side 
Golf-
swing 

Kicking-
front 

Lifting Riding-
horse 

Run-
side 

Skatebo
arding-
front 

Swing-
bench 

Swing-
sidean
gel 

Walk-
front 

Standard CNN [47] 0.76 0.88 0.75 0.74 0.76 0.8 0.72 0.76 0.69 0.73 
VGG-16 [48] 0.79 0.83 0.73 0.8 0.8 0.78 0.78 0.79 0.69 0.65 
ResNet-152 [49] 0.79 0.84 0.69 0.7 0.7 0.73 0.69 0.69 0.7 0.72 
Inception_v3 [50] 0.82 0.8 0.7 0.69 0.69 0.71 0.71 0.73 0.77 0.78 
Inception_ResNet_
v2 [51] 0.87 0.9 0.82 0.84 0.79 0.85 0.83 0.85 0.85 0.89 
Improved 
EDNet+iSIFT 0.89 0.91 0.86 0.87 0.85 0.89 0.88 0.89 0.89 0.92 

 
The average accuracy of proposed model is given in Table 4. For Table 4, it is clear that the 

proposed modified EDNet model showing high accuracy on KTH than UCF. It is the reason that KTH 
dataset having very simple human actions but whereas UCF dataset having some complex human 
actions along with complex back grounds.  
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Table 4  
The average accuracy of proposed model on each dataset 
 Standard 

CNN 
VGG-
16 

ResNet-
152 

Inception_v3 Inception_ResNet_v2 Improved 
EDNet+iSIFT 

KTH  0.83 0.83 0.85 0.86 0.89 0.94 
UCF 0.79 0.76 0.81 0.82 0.91 0.90 

 
 

Figure 4 and Figure 5 shows confusion matrix of proposed model with respect to KTH and UCF 
datasets respectively.  
 

 
Fig. 4. The confusion matrix of proposed model on KTH dataset 
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Fig. 5. The confusion matrix of proposed model on UCF dataset 

 

Table 5 shows comparison results of proposed model with state-of-art methods. This table is 
witness for superiority of proposed model in terms of accuracy.  

 
Table 5  
Accuracy values of proposed method and existing state-of-art methods. 
KTH Accuracy (%) UCF Sport Accuracy (%) 

Latah  [52] 90.34 Wang et al., [55] 88 
Grushin et al.,  [53] 90.70 de Oliveira Silva et al., [56] 78.46 
Veeriah et al., [54] 93.96 Yeffet and Wolf, [57] 79.2 
Proposed modified 
EdNet+iSIFT 

94.00 
Proposed modified 
EdNet+iSIFT 

90 

 
5. Conclusions 
 

This work presents a hybrid model for human action recognition in complex videos. This approach 
is basically depends on potential feature extraction and selecting of optimal features of video 
content. The deep features are extracted from EDNet with BLSTM and combined with local features 
extracted from iSIFT feature descriptor. All these features are used for classifying human action in 
video sequences. The proposed model used GDA for accurate feature reduction and classification. 
The advantage of this model is combining deep features with local features in each time and each 
frame of video. The experimental results shows that the proposed model showing high classification 
rate in all actions of human in normal actions and sports actions. Indeed, the proposed model used 
for many diverse applications like human activity analysis and body movement of patients in daily 
analysis will be used tracking the personal health system. If there is an exact tracking of health 
system, we can suggest any medical precautions and alert with healthy suggestions. For future work, 
this work is extended to vision-based video analysis with the goal of short-time analysis on more 
challenging different datasets.  
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