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## ABSTRACT

Nowadays, intelligent vehicles have received a considerable attention among the researchers to reduce the number of collisions and road accidents. One of the challenging tasks for these vehicles is road lane detection or road boundaries detection. In this research, a lane detection algorithm was developed to detect the right and left lane markers on the road by using two cameras which act as a stereo vision for the system. It is based on edge detection by using Canny Edge Detection to reduce unnecessary data on the images and to perform features recognition for the lane. After the features has been extracted, the algorithm is followed by Hough Transform method to generate the detected lines on the image obtained from the stereo vision camera. The algorithm has to work in different environment to be used in real world applications. The stereo vision algorithm is implemented to generate disparity map of area. This helps to gain more information on environment, such as the estimated distance of the lines, the distance of the vehicle to the turns. The experiment result shows the detection of right and left lane on the road with disparity map to determine an estimate of the distance of detected lanes from the stereo vision camera.

## 1. Introduction

The requirement for transportation has increased significantly from time to time. There are a lot of vehicles and transportation on the road now. Unfortunately, more vehicles on the road means there a higher number of accidents that can happen. According to the World Health Organization, road traffic injuries caused an estimated 1.24 million deaths worldwide in 2010, slightly decrease from 1.26 million in 2000 [1]. Up to $90 \%$ of these accidents are caused by driver faults. Some of the main causes are driving in sleepy or tired condition, drunk driver, usage of mobile phone while driving, bad health condition and disobeying road regulations [2].

[^0]One of the solutions for these problems that have received considerable attention is automated driving system. The research in automated driving has gained interest from researchers worldwide. A lot of different aspects have to be considered in developing the technology to be utilized wisely. Lane detection is one of them. This technology has been an active research topic for many systems such as adaptive cruise control, lane change assist and fully autonomous driving system [3,5].

Road lane detection system should navigate autonomously or assist driver in straight and curved, white and yellow, single, and double, solid and broken and pavement or highway lane boundaries. Furthermore, the system should be able to perform under noisy conditions such as shadows, puddle, stain, and highlight [4]. The algorithm consists of three main parts, which pre-processing, postprocessing and lane recognition. These parts imitate the human abilities to recognize road lane from viewing with the eyes based on stereo vision properties, analyzing by the brain and then providing an analyzed result.

The advantage of the analysis of stereo images instead of a monocular sequence of images is the possibility to detect directly the presence of obstacles, which, in the case of an optical flow-based approach, is indirectly derived from the analysis of the velocity field [8]. The images from stereo visions are fused through a process called binocular fusion to produce an image where depth perception can be determined. Depth perception is obtained from the displacement between the two image capture devices. The stereovision algorithm allows the elimination of the assumptions of flat road, constant pitch angle or absence of roll angle (which is the most common of all assumptions) [15].

There has been some research on lane detection [6-11], and a wide variety of algorithms of various representations including fixed-width line pairs, spline ribbon, and deformable-template model. Detection and tracking techniques from Hough transform to probabilistic fitting, edge detection, bilateral filter, lane boundaries projective model has been proposed. Bilateral filter is a simple and non-iterative scheme [12] which smoothen the image while preserving edges and lane boundaries projective model using lane model, gradient direction feature, lane likelihood function and lane prior information to obtain lane posterior probability. All the methods can identify the straight lanes in a very effective manner but all these methods have ignored the detection of curved lanes [14]. This paper presents a robust road lane detection algorithm to detect the left and right lanes in different weathers and non-ideal lighting conditions. The algorithm consists of optimization of Canny edge detection and Hough Transform. The system captures images from a front viewing vision sensor placed facing the road, then a series of image processing is applied to generate the road model. Canny edge detection performs features recognition, followed by Hough Transform for lane generation of the road. The methods have efficient image contrast and better curved lane detection.

## 2. Methodology

### 2.1. Lane detection algorithm

The block diagram of the lane detection system is displayed in Fig. 1. The image of the road captures by two cameras which is mounted on the vehicle. These images are used to generate information for detection part. In this stage, the left and right images of the road are using in the computational part which is the pre-processing stage of the methodology. The lane detection algorithm consists of two parts; left detection part for the left camera and right detection part for the right camera. The part is divided so that the configuration can be edited easily without having to reconstruct the algorithm over and over again. For the first step of the algorithm, image acquisition has to be done for further image processing. The users have the options to whether use real-time video processing or video files that have been recorded. After that, we have to set the Region of

Interest (ROI) for the image obtained. Hence, we designed a mask to eliminate the background information and only use the desired area for detection.


Fig. 1. System workflow
The next step is to improve the contrast in the images. It is important for the images to have a solid contrast for the lane to be easier to detect. This is done by executing histogram equalization. It is a graphical representation of the intensity distribution of the image which quantifies the number of pixels for each intensity value considered. The images obtained are converted from any sources to equalize the histogram of the images on all the three channels. After that Edge Detection will take place to perform feature recognition for the system which is to make the lines on the desired lanes appear clearly for the detection part. Edge Detection uses two thresholds value which are upper and lower thresholds. The pixel is considered as an edge if a pixel gradient is higher than the upper threshold value. On the other hand, it cannot be accepted if a pixel gradient value is below the lower threshold.

After the edge detection has been done, the next step is to apply the Hough Transform method. This is where the lane detected on the image is generated on the output images. As mentioned in the literature review sections, for each point of $\left(x_{0}, y_{0}\right)$, the equation for the group of lines that goes through that point is:
$\rho_{\theta}=x_{0} \cos \theta+y_{0} \sin \theta$
Each pair of $\left(\rho_{\theta}, \theta\right)$ represents each line that passes by $\left(x_{0}, y_{0}\right)$. Sinusoidal curves are obtained after the group of lines has been plotted. To detect a line, the number of intersections between curves has to be determined. From that, the line represented by that intersection has more points if there are a lot of curves intersecting. In general, a lower threshold value of intersections is needed to detect a line. This method keeps track of the intersection between curves at every point in the images.

### 2.2. Stereo vision algorithm

Stereo vision camera acts as the medium or the input sensor to obtain data and information of the road. Both of the images from right and left cameras go through the distortion function in order to fix the lens distortion and the calibration matrix is used to rectify them. The differential transform is a non-parametric algorithm and has the ability to work in different kinds of environment [9]. It is used to determine the disparity map of the captured images. Equation 2 is used for the transform. $\zeta=\left(p_{1}, p_{2}\right)=\left|p_{1}-p_{2}\right|$
$P 1$ presents the pixel located in the window, whereas the adjacent pixels are demonstrated by $P 2$. The result of $\zeta$ is the absolute differential value between the center pixel of the window and the neighbourhood pixels.

$$
\begin{equation*}
I_{d i f f}(u, v)=\max _{i=-\frac{n}{2} j=-\frac{m}{2}} \max _{j}(\zeta(I(u, v), I(u+i, v+j))) \tag{3}
\end{equation*}
$$

$I_{\text {diff }}$ denotes the maximum differences between the center pixel of an $m \times n$ window and all of the neighbouring pixels. The distance obtained from the left and right cameras are displayed as pixel values in the disparity map image. The disparity map should visualize the lanes and other objects in the images in grey scale formed with different disparity on the colour. The objects which are nearer to the camera will appear brighter than the objects that are further. The distance of detected lanes in the image can be determined from the pixel density value in the disparity map. Based on experiment, an equation can be extracted from the relationship between the distance and pixel density values of the disparity map to determine the estimated distance which is:
$\operatorname{Distance}(x, y)=-101.5 \times \ln [\operatorname{Disparity}(x, y)]+586.3$
This equation brings about the depth value of a point with coordinates $[x ; y]$ by using the disparity map pixel $[\mathrm{x} ; \mathrm{y}]$ density value. The distance is in meter and is used in the lane detection algorithm of the system.

## 3. Results and discussion

The algorithm is tested on different stages to make sure that the detection is effective on various road conditions. Fig. 3 shows the results of lane detection algorithms on a sample video file. For this test, we used a core i7 CPU with 8 GB of RAM, and the algorithm was running on a window 10 operation system. The program developed in C++ language with Visual Studio 2015 programing environment. Fig. 2 shows the stereo image of a recorded video, as it can be seen the proposed algorithm detects the left and right lines. Fig. 2 a is the image taken by the left camera and Fig. 2 a belongs to the right camera.


Fig. 2. Lane detection on random video file
The left line marked as red and the right line is green. The number of lines detected can vary according to the threshold value. From the results, it shows that the higher the threshold value, the fewer lines detected. The threshold value that is used for the result above is 50 . Moreover, the lines have various orientations, ensuring that oddly oriented lane markings are also detected.

After that the algorithm selects the best two candidate lines that qualify as left and right lanes markers on the road. The output shows perfect match with the lane marking on the road. Two Point Grey Flea 3 cameras with USB 3.0 bus are used for the real-time experiments. These cameras could transfer an image of 1920 * 1080 with 60 frame per second speed. Fig. 3 displays the Point Grey cameras and the way they are connected to each other. They are installed on a pan and tilt servo motors to rotate around via computer.


Fig. 3. Stereo Vision Cameras
Figure 4 shows the results of the algorithm in the real-time experiment inside the university campus. Due to traffic rules and regulations we couldn't take the experimental vehicle to the outside roads, hence all the real-time experiments are done inside the campus area. Fig. 4(a) is the image captured by the left camera and Fig. 4(b) is the right camera's image. As these figures demonstrate the proposed algorithm detects the left and right lane markers a defined them by red and green marks.


Fig. 4. Lane Detection during Real-time Scene
The displacement distance presented between the left and right cameras is projected as pixel values in the disparity map image. The disparity map should visualize the images in grey scale formed with different disparity on the color. The objects which are nearer to the camera will appear brighter than the objects that are further away. The distance of each object in the image can be determined from the pixel density value in the disparity map. The distance between the stereo vision cameras and detected lane can be estimated. Fig. 5(a) shows the real-time experiment with distance estimation on the detected lane. Fig. 5a is the image captured by the left camera and Fig. 5(b) belongs the right camera. Fig. 5(c) shows the angles of each detected lines and their relative distance to each other and the distance of the center of the lines to the vehicle. Both lines are marked as red because of their angles and their relative distance to each other. These lines are very close to each other (around 90 cm from each other) which means the vehicle cannot fit in between them. The center of
the lines is 2.5 meter away from the vehicle which is a point we chose for display propose only. The distance of the vehicle and all points of lines are stored in a matrix to be used later. Also, the angle of each section of lines and their relative distance to each other are stored as well.


Fig. 5. Distance Estimated with Disparity Map on the Lane Detection Result

## 4. Conclusion

The proposed method had the ability to detect lane markers in the real-time experiment. It is also easy to use and at a low cost. The lines in an image are found from the equation for every possible line through a point of the image. Moreover, the depth information of the target object is achieved from the disparity map through the stereo vision algorithm and the distance estimation can be obtained.

This research shows that it is possible to use the stereo vision cameras as the input sensors for the system. This can help the automotive industry as safety precautions in situations that involve human errors such as sleepy and inattentive drivers and drivers. The results obtained proved the efficiency and performance of the algorithm in various situations. This project can also be a kick start for a better technological advancement in autonomous driving system technology.

For future works, the whole system can be improved to detect turns and curves and distance to junction and turns by implementing stereo vision techniques in autonomous vehicles.
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